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Abstract. Supervaluational fixed-point semantics for truth cannot be axiomatized because of its recursion-
theoretic complexity. Johannes Stern (Supervaluation-Style Truth Without Supervaluations, Journal of Philo-
sophical Logic, 2018) proposed a new strategy (supervaluational-style truth) to capture the essential aspects
of the supervaluational evaluation schema whilst limiting its recursion-theoretic complexity, hence result-
ing in (ℕ-categorical) axiomatizations. Unfortunately, as we show in the paper, this strategy was not fully
realized in Stern’s original work: in fact, we provide counterexamples to some of Stern’s key claims. How-
ever, we also vindicate Stern’s project by providing different semantic incarnations of the idea and corre-
sponding ℕ-categorical axiomatizations. The results provide a deeper picture of the relationships between
standard supervaluationism and supervaluational-style truth.

1. Introduction

In an ideal world, semantic and proof-theoretic methods go hand in hand: after all, the first-order
completeness theorem tells us that r.e. first-order theories can be characterized one way or the other.
Yet, in practice the methods come apart. When working semantically one often focuses on intended
models rather than arbitrary models of the language. If we then consider the theories of these intended
models, we typically end up with a non r.e. set of sentences, that is, the set of sentences will not be
axiomatizable. A prominent example of this mismatch between semantics and proof-theory arises in
theories of truth. If one attempts to characterize the truth predicate semantically, one typically defines
the (an) interpretation and the resulting truth theory is thus non-axiomatizable.

Nonetheless, axiomatic theories have been proposed as axiomatizations of certain semantic truth the-
ories; for instance, the axiomatic truth theory KF from [Fef91] has been proposed as an axiomatization
of the Strong Kleene version of Kripke’s theory of truth [Kri75]. The question then arises: according to
which criteria can KF be considered as an axiomatization of Kripke’s theory of truth? And, more gener-
ally, when can an axiomatic truth theory be considered to axiomatize a non r.e. semantic truth theory?
This question was addressed by [FHKS15], who propose a number of criteria to this effect. Arguably,
amongst these criteria, ℕ-categoricity stands out as particularly compelling: an axiomatic theory Σ is
an ℕ-categorical axiomatization of a semantic theory ThM, where M is a class of interpretations of the
truth predicate defined over the standard model ℕ, iff

( , 𝑆) ⊨ Σ iff 𝑆 ∈ M.(1)

Indeed, the theory KF is an ℕ-categorical axiomatization of Kripke’s theory of truth, that is, a set 𝑆 ⊆ 𝜔
is an interpretation of the truth predicate of KF over the standard model iff 𝑆 is a fixed point of the
Strong Kleene jump SK:

( , 𝑆) ⊨ KF iff SK(𝑆) = 𝑆.

1
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Whilst it might have its limitations, the criterion of ℕ-categoricity is surely part of answering the ques-
tion of whether a given axiomatic truth theory counts as an axiomatization of a given semantic truth
theory.1

It may then come as a surprise that there are semantic truth theories that are not amenable to an ℕ-
categorical axiomatization, i.e., to which the criterion of ℕ-categoricity is inapplicable. Indeed both the
revision theory of truth (see, e.g., [GB93]) but also Kripke’s theory of truth in its supervaluational vari-
ant are examples of such theories.2 The reason is that the definition of the respective class of (intended)
models is too complicated in the recursion-theoretic sense: satisfaction (the left side of the biconditional
(1)) can be defined by a Δ

1

1
-formula of the language of second-order arithmetic. By contrast, the defini-

tion of the respective class of models (the right side of the biconditional) requires a Π
1

1
-formula in the

case of the supervaluation scheme – and even more complicated formulae in the case of the revision
theory or Field’s theory. This observation entails that well-known theories intended to axiomatize su-
pervaluational truth, notably the theory VF from [Can90], are not ℕ-categorical axiomatizations of the
supervaluational version of Kripke’s truth theory.

The lack of an ℕ-categorical axiomatization of the supervaluational version of Kripke’s truth theory
was one of the key aspects that motivated [Ste18]. In essence, he proposed the following:

The SSK-thesis: there is a fixed-point semantics that captures the essential aspects of
the supervaluational schema whilst limiting its recursion-theoretic complexity, hence
resulting in an ℕ-categorical axiomatization.

Indeed, [Ste18] puts forward such a semantics, supervaluation-style truth, based on a satisfaction scheme
that he calls SSK – for ‘supervaluational Strong Kleene’. Moreover, Stern proposes an axiomatic truth
theory, which he labels IT, and which he alleges to be an ℕ-categorical axiomatization of Kripke’s truth
theory based on the scheme SSK.

Of course, the SSK thesis is somewhat vague, since we haven’t specified what the ‘essential aspects’
of the supervaluational schema are. This can be clarified as follows. The starting point of Stern’s analysis
was the observation that the supervaluation schemata

(ℕ, 𝑆) ⊨𝑠 𝜑 iff ∀𝑆
′
⊇ 𝑆(Φ(𝑆

′
) ⇒ (ℕ, 𝑆

′
) ⊨ 𝜑),

where Φ is an Tr-definable condition with parameters, can be understood as collecting classical con-
sequences of the set of sentences Strong Kleene grounded in 𝑆 over the standard model:

∃𝐺(𝑆 ⊨sk 𝐺&∀𝑆
′
⊇ 𝑆(Φ(𝑆

′
) & (ℕ, 𝑆

′
) ⊨ 𝐺 ⇒ (ℕ, 𝑆

′
) ⊨ 𝜑).

3

The correspondence between the two characterization holds as long as Φ forces a precisification 𝑆′ to
be consistent with the starting hypothesis 𝑆, that is, as long as Φ(𝑆′) entails that {𝜑 |¬𝜑 ∈ 𝑆} ∩ 𝑆

′
= ∅.4

In particular, the supervaluation schemata VB,VC,MC discussed below can be viewed as collecting
classical second-order consequences of the set of Strong Kleene truths over the hypothesis 𝑆.

Stern observed that, instead of taking classical consequences of 𝐺 relative to a specific class of truth
models over the standard model, one can simply consider the classical first-order consequences of the

1
ℕ-categoricity is mainly cogent in the context of classical theories of truth where sentences 𝜑 are in general not equivalent

to Tr⌜𝜑⌝. When such an equivalence is in place – e.g. in the context of axiomatizations of Kripke’s fixed-point semantics in a
Strong Kleene setting –, ℕ-categoricity may be trivially obtained.

2The impossibility to ℕ-categorically axiomatize the revision theory of truth then permeates other truth theories based on
revision rules, most notably Field’s [Fie08].

3
𝐺 is a set of sentences and by (ℕ, 𝑆) ⊨𝑒 𝐺 we intend to convey that (ℕ, 𝑆) ⊨𝑒 𝜓 for all 𝜓 ∈ 𝐺.

4The correspondence will thus not hold for the trivial admissibility condition Φ with Φ(𝑆
′
) ∶↔ 𝑆

′
= 𝑆

′ and thus fails for the
scheme sv discussed below.
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Strong Kleene-grounded sentences. This constitutes the SSK satisfaction scheme, and gives rise to what
Stern called supervaluation-style semantics. This approach would lead to a significant reduction of the
recursion-theoretic complexity and would even give rise to an arithmetically definable jump (or so he
argued). Specifically, [Ste18] claimed that the fixed points of the SSK-scheme are the fixed points of
a first-order arithmetical operator Θ (cf. Definition 1), and that the SSK schema has an ℕ-categorical
axiomatization in the form of the theory IT. In addition, under these assumptions, he showed that the
SSK-scheme has the same minimal fixed point as the supervaluation scheme.

This reconstruction gives us a precise way of understanding the SSK thesis: the preservation of
‘essential aspects’ of the supervaluational scheme amounts to recovering all first-order penumbral truths
of classical logic and arithmetic, something that one would hope to retain when moving from second-
order to first-order formulations of the supervaluational schema.

Unfortunately, as we show in this paper, the SSK thesis hasn’t been successfully realized by [Ste18]
since some of Stern’s reasoning was flawed. Specifically:

∙ the fixed points of the operator associated with the SSK-schema and Θ constitute two distinct
classes of fixed points;

∙ the fixed points of the SSK-schema are in general not closed under the 𝜔-rule;
∙ as a consequence, the minimal fixed point of the SSK-schema and the supervaluation scheme

differ;
∙ the theory IT is not ℕ-categorical with respect to SSK-fixed points.

However, not all is lost and, as we show, the SSK-thesis can be vindicated, albeit in a less uniform
way than argued in [Ste18]. In fact, since the fixed points of the SSK schema and Θ come apart, we end
up with different semantic constructions – each of them recovering penumbral truths of classical logic
and arithmetic – that enjoy ℕ-categorical axiomatizations in virtue of their lower recursion-theoretic
complexity.5 The choice forced upon us is essentially as follows. We can stick to the well-motivated SSK

schema but lose the desirable closure under 𝜔-logic. As a consequence, the universal quantifier will not
commute with the truth predicate inℕ-categorical axiomatizations of the SSK schema. Alternatively, we
can adopt a more ‘standard’ arithmetical jump with familiar closure conditions. However, the arithmeti-
cal jump will, in contrast to the SSK schema and its associated operator, “merely” collect consequences
of a given truth set/hypothesis rather than submitting the hypothesis to semantic scrutiny. This un-
dermines the philosophical and semantic motivation underlying supervaluational-style semantics and
leads to some undesirable formal features (e.g. failure of what will be called ‘classical soundness’).

In the paper we will study the classes of models given by fixed points of SSK, Θ, and Θ
∗ – a variant of

Θ equipped with additional closure properties. We will also provide ℕ-categorical axiomatizations for
each of them – as we have seen, a highly desirable feature. After describing some preliminaries in Section
2 and Section 3, we isolate some gaps and problems in the previous attempt to realize the SSK thesis
by [Ste18] in Section 4. These include SSK’s failure to be closed under 𝜔-logic. Section 5 provides two
ℕ-categorical axiomatizations of SSK, that we will dub PK and PK

+. We then move to the study of Θ and
its variation Θ

∗: Section 6 presents ℕ-categorical axiomatizations for (the fixed points of) each operator,
and establishes lower-bounds for their proof-theoretic strength. Section 7 draws connections between
supervaluation-style fixed-point semantics and the standard supervaluational approaches: although the
minimal fixed points of VB (a class of supervaluational fixed points that imposes a weak consistency
condition), Θ and Θ

∗ coincide, this is not true for all fixed points. In fact, every VB fixed point is a

5We recall that, because of the higher recursion-theoretic complexity of supervaluational fixed-point semantics, ℕ-categorical
axiomatizations will not be available for the latter. In some sense it is impossible to equip supervaluational fixed-point semantics
with a fitting proof theory. This shows, for example, in the fact that the models of VF are not just the supervaluational fixed points
but, in addition, fixed points of Θ or even the set of stable truth of the Herzberger sequence over the empty set [Can96, §96]. It
thus seems difficult to associate VF with supervaluational fixed points in some strong sense.
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Θ
∗, and hence a Θ fixed point, but the converse provably fails. We conclude by assessing the results

presented in the paper along some key dimensions.

2. Preliminaries and notation

2.1. Language, Theories, Coding. Our notation follows, for the most part, the conventions in [Hal14].
We will be working with languages whose logical symbols are ¬, ∨, ∧, ∀, ∃. We also write 𝜑 → 𝜓 as an
abbreviation for ¬𝜑 ∨ 𝜓. As a default practice, our base language ℕ is a definitional extension of
the language of Peano Arithmetic (PA) with finitely many function symbols for primitive recursive
functions. We assume a standard formalization of the syntax of first-order languages as it is for instance
carried out in [HP17]. The expression �̄� stands for the numeral of the number 𝑛 (although we omit the
bar for specific numbers). We write #𝜑 for the code or Gödel number of 𝜑, and ⌜𝜑⌝ for the numeral of
that code. ℕ is assumed to contain a finite set of function symbols that will stand for certain primitive
recursive operations. In particular, we want to include function symbols for some primitive recursive
syntactic operations on expressions of the language under consideration; for that, we use the traditional
subdot notation. For example, ¬. is the function symbol for the primitive recursive operation that, when
inputted the code of a formula, yields the code of its negation. The same applies to ∨. , ∀. , ∧. , ∃. . We assume
a function symbol for the substitution function, and write 𝑥(𝑡/𝑣) for the result of formally substituting 𝑣
with 𝑡 in 𝑥; ⌜𝜑(�̇�)⌝ abbreviates ⌜𝜑(𝑣)⌝(num(𝑥)/⌜𝑣⌝), for 𝑥 a term variable (and provided 𝜑 only has one
free variable) and num(𝑥) the function symbol corresponding to the operation of sending a number to
its numeral. Furthermore, we avail ourselves to the notation 𝑡◦ for the result of applying to a term 𝑡 the
evaluation function (which outputs the value of the inputted term). Note that ⋅◦ is an abbreviation for a
formula, and not a term of the language. The development of syntax just mentioned can be comfortably
carried out in Peano arithmetic (PA), which will be our background theory of syntax.

For the formulation of the theories of truth, we will (mostly) be concerned with the extension of ℕ

with a (unary) truth predicate Tr. PAT is then the theory formulated in the language Tr consisting
of the axioms of PA with induction extended to the whole language. We will then write VarTr

(𝑥)

for the formula representing the set of (codes of) variables, CTTr
(𝑥) for the formula representing the

set of (codes of) closed terms of Tr, ForTr
(𝑥) (ForTr

(𝑥, 𝑦0, ..., 𝑦𝑛)), for the formula representing the
set of all formulae (formulae with 𝑦0, ...𝑦𝑛 free) of Tr, and SentTr

(𝑥), for the formula representing
the set of all sentences of Tr. We also use VarTr

, CTTr
, ForTr

, and SentTr
to stand for the sets

corresponding to these formulae. We will occasionally omit reference to Tr when this is clear from the
context. We often quantify over variables 𝑠, 𝑡 to refer to codes of closed terms, so that ∀𝑡 𝜑(𝑡) is short
for ∀𝑥(CTTr

(𝑥) → 𝜑(𝑥)).
We assume an appropriate ordinal notation system OT up to Γ0, and the ordinal less-than relation <

on Γ0 (for more detailes, see, e.g., [Poh09, Ch.3]). For simplicity, we identify each ordinal number with
its notation. We use 0 as the ordinal number, the ordinal sum 𝛼+𝛽, and the Veblen function 𝜑𝛼𝛽. Given
a language , an ordinal number 𝛼 < Γ0, and an -formula 𝐴, transfinite induction for 𝐴 up to 𝛼 is
defined as the formula:

TI(𝛼, 𝐴) ∶= ∀𝛽(∀𝛾 < 𝛽𝐴(𝛾 ) → 𝐴(𝛽)) → ∀𝛽 < 𝛼𝐴(𝛽).

In line with the latter, the schema TI(< 𝛼) is defined to be the set {TI(𝛽, 𝐴) | 𝛽 < 𝛼 & 𝐴 ∈ }. Finally,
if 𝑆 is a theory, its proof-theoretic ordinal (denoted |𝑆|) is the ordinal 𝛼 such that PA + TIℕ

(< 𝛼) and 𝑆
prove the same ℕ-statements (and verifiably so within PA). If 𝑇 , 𝑆 are theories, we write |𝑇 | ≧ |𝑆| to
indicate that the proof-theoretic ordinal of 𝑇 is equal or greater than the proof-theoretic ordinal of 𝑆.
Similarly, |𝑇 | ≡ |𝑆| is defined as |𝑇 | ≧ |𝑆| and |𝑆| ≧ |𝑇 |.
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2.2. Supervaluations. In his seminal [Kri75], Kripke proposes to determine the extension of the truth
predicate via a fixed-point construction. Famously, this construction is carried out in Strong Kleene (SK)
logic. However, SK fails to capture many penumbral truths, that is, truths that hold merely in virtue of
the logical relations occurring between sentences of a language. An example of such a sentence is 𝜆∨¬𝜆,
for 𝜆 the Liar sentence. As a remedy, Kripke in his paper also suggests to run the construction with some
form of supervaluational logic. This will be our departure point. For 𝑋 ⊆ SentTr

, we define

CON(𝑋) ∶= ¬∃𝜑({#𝜑, #¬𝜑} ⊆ 𝑋);

MXC(𝑋) ∶= ¬∃𝜓({#𝜓, #¬𝜓} ⊆ 𝑋 ∧ (∀𝜑(#𝜑 ∉ 𝑋 → #¬𝜑 ∈ 𝑋))).

MXC(𝑋) expresses that 𝑋 is a maximally consistent set of Tr-sentences.
For a satisfaction relation 𝑒, we will write 𝑋 ⊨𝑒 𝐴 to abbreviate (ℕ, 𝑋 , 𝑋

−
) ⊨𝑒 𝐴, where 𝑋 ⊆ SentTr

is the relevant interpretation of the truth predicate and 𝑋− is defined as {#𝜑 | #¬𝜑 ∈ 𝑋 } ∪ {𝑛 ∈ 𝜔 | ℕ ⊨

¬SentTr
(�̄�)}. Similarly, for the classical satisfaction relation (⊨), 𝑋 ⊨ 𝐴 just stands for (ℕ, 𝑋) ⊨ 𝐴. In

the literature, one often distinguishes the following supervaluational satisfaction relations:

𝑋 ⊨sv 𝜑 iff ∀𝑋
′
(𝑋

′
⊇ 𝑋 ⇒ 𝑋

′
⊨ 𝜑)(2)

𝑋 ⊨vb 𝜑 iff ∀𝑋
′
(𝑋

′
⊇ 𝑋 &𝑋

′
∩ 𝑋

−
= ∅ ⇒ 𝑋

′
⊨ 𝜑)(3)

𝑋 ⊨vc 𝜑 iff ∀𝑋
′
(𝑋

′
⊇ 𝑋 &CON(𝑋

′
) ⇒ 𝑋

′
⊨ 𝜑)(4)

𝑋 ⊨mc 𝜑 iff ∀𝑋
′
(𝑋

′
⊇ 𝑋 &MCX(𝑋

′
) ⇒ 𝑋

′
⊨ 𝜑)(5)

To avoid triviality, and following the truth-theoretic literature on supervaluationism, we are mainly
interested in consistent set of sentences. For CON(𝑋) and 𝑗 ∈ {sv, vb, vc,mc}, we let:

(6) 𝐽 (𝑋) ∶= {#𝜑 | 𝑋 ⊨𝑗 𝜑}

𝐽 (⋅), for 𝐽 ∈ {SV,VB,VC,MC}, is the J-supervaluational jump. It can be checked that, for arbitrary
𝑋 ⊆ SentTr

, the jump is monotone. It then follows by the theory of positive inductive definitions (see
e.g. [Mos74, Ch.1], [McG91, Ch.5]) that 𝐽 (⋅) has a fixed point, and in particular a minimal one obtained
by iterating the operator over the empty set.

It is worth noting that, to establish the existence of non-trivial fixed points, we need a further property
to guarantee that at every stage of the inductive definition we can find an admissible precisification.
Otherwise triviality ensues. One property that guarantees the existence of non-trivial fixed points is
to require the admissibility condition to be compact on the set of consistent interpretations: let 𝑋 ∶=

{𝑆 |CON(𝑆)} , Φ𝑆 ∶= {𝑆
′
| 𝑆 ⊆ 𝑆

′
&Φ(𝑆

′
)} and for 𝑌 ⊆ 𝑋 set Φ(𝑌 ) ∶= {Φ

𝑆
| 𝑆 ∈ 𝑌 }. Then Φ is compact on

𝑋 iff for all 𝑌 ⊆ 𝑋 :

if Φ𝑆1 ∩ … ∩ Φ
𝑆𝑛
≠ ∅ for all 𝑆1,… 𝑆𝑛 ∈ 𝑌 and all 𝑛 ∈ 𝜔, then ⋂Φ(𝑌 ) ≠ ∅.

The admissibility condition associated with the schemes SV,VB,VC,MC are compact in that sense.

3. Supervaluation-style truth

While Kripke’s fixed-point semantics over supervaluational logics succeeds in recovering all penum-
bral truths, the theory is not free from objections. As argued in [Ste18] supervaluational truth fails to be
compositional and, because of its recursion-theoretic complexity, is not ℕ-categorically axiomatizable.
Accordingly, Stern develops a new theory of truth, which he calls supervaluational-style truth, aimed at
addressing some of these shortcomings.

As we have seen, to address such worries Stern notes that supervaluation satisfaction involves recog-
nizable Strong-Kleene and classical components. Stern studies a monotone evaluation schema isolating
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these two elements of supervaluational satisfaction:

(7) 𝑋 ⊨ssk 𝜑 iff ∃𝜓(𝑋 ⊨sk 𝜓 and PAT ⊢ 𝜓 → 𝜑)

In the definition of ⊨ssk, ⊨sk is the familiar definition of satisfaction in Strong Kleene logic for Tr. For
𝑋 ⊆ 𝜔 consistent, the Strong-Kleene supervaluational jump is then:

(8) SSK(𝑋) ∶= {#𝜑 | 𝑋 ⊨ssk 𝜑}.

The jump is monotone, and therefore will have fixed points, including a minimal one.
To study the Strong-Kleene supervaluational jump, Stern also introduces a related jump based on a

positive inductive definition in ℕ (with parameters).

Definition 1. Let 𝜉(𝑥, 𝑋) abbreviate the familiar formula of ℕ employed to characterize Strong Kleene
truth:

𝑥 ∈ True0

∨ ∃𝑦(𝑥 = ¬. ¬. 𝑦 ∧ 𝑦 ∈ 𝑋)

∨ ∃𝑦, 𝑧(𝑥 = (𝑦∨. 𝑧) ∧ (𝑦 ∈ 𝑋 ∨ 𝑧 ∈ 𝑋))

∨ ∃𝑦, 𝑧(𝑥 = ¬. (𝑦∨. 𝑧) ∧ (¬. 𝑦 ∈ 𝑋 ∧ ¬. 𝑧 ∈ 𝑋))

∨ ∃𝑦, 𝑧(𝑥 = (𝑦∧. 𝑧) ∧ (𝑦 ∈ 𝑋 ∧ 𝑧 ∈ 𝑋))

∨ ∃𝑦, 𝑧(𝑥 = ¬. (𝑦∧. 𝑧) ∧ (¬. 𝑦 ∈ 𝑋 ∨ ¬. 𝑧 ∈ 𝑋))

∨ ∃𝑦, 𝑣(𝑥 = (∀. 𝑣𝑦) ∧ ∀𝑧(𝑦(𝑧/𝑣) ∈ 𝑋))

∨ ∃𝑦, 𝑣(𝑥 = ¬. (∀. 𝑣𝑦) ∧ ∃𝑧(¬. 𝑦(𝑧/𝑣) ∈ 𝑋))

∨ ∃𝑦, 𝑣(𝑥 = (∃.𝑣𝑦) ∧ ∃𝑧(𝑦(𝑧/𝑣) ∈ 𝑋))

∨ ∃𝑦, 𝑣(𝑥 = ¬. (∃.𝑣𝑦) ∧ ∀𝑧(¬. 𝑦(𝑧/𝑣) ∈ 𝑋))

∨ ∃𝑡(𝑥 = Tr. (𝑡) ∧ 𝑡
◦
∈ 𝑋)

∨ ∃𝑡(𝑥 = ¬. Tr. (𝑡) ∧ (¬. 𝑡◦) ∈ 𝑋 ∨ ¬Sent(𝑡
◦
))

In the definition, True0 is the set of all codes of true arithmetic literals. Then define

𝜃(𝑥, 𝑋) ∶↔ ∃𝑦(𝜉(𝑦, 𝑋) ∧ PrPAT(𝑦→. 𝑥)).

Finally, the operator Θ ∶ (𝜔) → (𝜔) is defined as

Θ(𝑆) ∶= {𝑛 ∈ 𝜔 | ℕ ⊨ 𝜃(𝑥, 𝑋)[𝑛, 𝑆]}.

Stern provides arguments to show that (i) the fixed points of SSK and Θ coincide and, making crucial
use of (i), that (ii) there is an ℕ-categorical (in the sense of [FHKS15]) axiomatization of those fixed
points. To achieve (ii), Stern introduces the following theory.

Definition 2. The theory IT extends PAT with the following axioms:
IT1 ∀𝑠, 𝑡(Tr(𝑠=. 𝑡) ↔ 𝑠

◦
= 𝑡

◦
) ∧ ∀𝑠, 𝑡(Tr(𝑠≠. 𝑡) ↔ 𝑠

◦
≠ 𝑡

◦
)

IT2 ∀𝑥, 𝑦(Sent(𝑥∧. 𝑦) → (Tr(𝑥) ∧ Tr(𝑦) → Tr(𝑥∧. 𝑦)))
IT3 ∀𝑥, 𝑦(Sent(𝑥∨. 𝑦) → (Tr(𝑥) ∨ Tr(𝑦) ∨ ∃𝑧(𝜉(𝑧,Tr) ∧ PrPAT(𝑧→. 𝑥∨. 𝑦)) ↔ Tr(𝑥∨. 𝑦)))
IT4 ∀𝑥, 𝑣(Sent(∀. 𝑣𝑥) → (∀𝑡Tr(𝑥(𝑡/𝑣)) → Tr(∀. 𝑣𝑥)))
IT5 ∀𝑥, 𝑣(Sent(∃.𝑣𝑥) → (∃𝑡Tr(𝑥(𝑡/𝑣)) ∨ ∃𝑤(𝜉(𝑤,Tr) ∧ PrPAT(𝑤→. ∃.𝑣𝑥)) ↔ Tr(∃.𝑣𝑥)))
IT6 ∀𝑥(Tr(𝑥) ↔ Tr(Tr. 𝑥))
IT7 ∀𝑥(Tr(¬. 𝑥) ∨ ¬Sent(𝑥) ↔ Tr(¬. Tr. 𝑥))
IT8 ∀𝑥, 𝑦(Tr(𝑥) ∧ PrPAT(𝑥→. 𝑦) → Tr(𝑦))

IT9 ∀𝑥(Tr(¬. 𝑥) → ¬Tr(𝑥))
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IT10 Tr⌜∀𝑥(Tr(𝑥) → Sent(𝑥))⌝
Tr-Out ∀𝑡1, ..., 𝑡𝑛(Tr⌜𝜑(𝑡.1, ..., 𝑡.𝑛)⌝ → 𝜑(𝑡1, ..., 𝑡𝑛) for every formula 𝜑(𝑡1, ..., 𝑡𝑛) of Tr.

As it turns out the argument in support of (i) was flawed and, as a consequence, neither (i) nor (ii)
can be achieved.

4. Supervaluational-style truth: some problems

Stern tried to establish that the fixed points of SSK and Θ coincide, i.e., that 𝑆 = Θ(𝑆) ⇔ 𝑆 = SSK(𝑆).
However, the proof relied on the mistaken assumption that Θ(𝑆) ⊆ SSK(𝑆) for any consistent set of
formulas 𝑆 (see [Ste18, Lemma 3.4]). This fails for the following reason. We say that a set 𝑋 ⊆ 𝜔 is
sound with respect to some operator  ∶ (𝜔) ⟶ (𝜔) when 𝑋 ⊆  (𝑋). Then, the above failure is
to be located in the fact that any set of formulas is sound with respect to Θ, and this does not happen
for SSK—not even when the set of formulas is consistent.

Proposition 3. Let 𝑆 be a any set of codes of formulae of Tr. Then, 𝑆 ⊆ Θ(𝑆).

Proof. If #𝜑 ∈ 𝑆, then ℕ ⊨ 𝜉(⌜𝜑 ∧ 𝜑⌝, 𝑆) and, since 𝜑 ∧ 𝜑 → 𝜑 is provable in PAT, #𝜑 ∈ Θ(𝑆). □

Proposition 3 immediately entails that iterations of Θ over any 𝑋 ⊆ 𝜔 reach a fixed point. These
fixed points may turn out to be rather ill-behaved – even if we focus on the non-trivial, consistent fixed
points:

Proposition 4. There are formulae 𝜑, 𝜓 of Tr and 𝑆 a consistent set of codes of sentences such that:
(1) 𝑆 = Θ(𝑆) and #Tr⌜𝜑⌝ ∈ 𝑆 but #𝜑 ∉ 𝑆.
(2) 𝑆 = Θ(𝑆) and #¬Tr⌜𝜑⌝ ∈ 𝑆 but #¬𝜑 ∉ 𝑆.
(3) 𝑆 = Θ(𝑆) and #𝜑 ∨ 𝜓 ∈ 𝑆 but #𝜑 ∉ 𝑆 and #𝜓 ∉ 𝑆 and there is no 𝜒 such 𝑆 ⊨sk 𝜒 and PAT ⊢ 𝜒 →

𝜑 ∨ 𝜓.
(4) 𝑆 = Θ(𝑆) and #∃𝑣𝜑 ∈ 𝑆 but #𝜑(�̄�) ∉ 𝑆 for all 𝑛 ∈ 𝜔 and and there is no 𝜒 such 𝑆 ⊨sk 𝜒 and

PAT ⊢ 𝜒 → ∃𝑣𝜑.

Proof. For 1: consider the fixed point that is obtained by iterating Θ over the set 𝑋 = {#Tr⌜¬𝜏⌝}, for 𝜏 a
truth-teller. For 2: consider the fixed point that is obtained by iterating Θ over the set 𝑋 = {#¬Tr⌜¬𝜏⌝}.
For 3: consider the fixed point 𝑆 that is obtained by iterating Θ over the set 𝑋 = {#𝜏0 ∨ 𝜏1}; clearly,
#𝜏0 ∉ 𝑆 or #𝜏1 ∉ 𝑆. Now suppose there is a 𝜒 such that 𝑆 ⊨sk 𝜒 and PAT ⊢ 𝜒 → 𝜏1 ∨ 𝜏2. We obtain
𝑆 ⊨ 𝜒

6 and 𝑆 ⊨ 𝜒 → 𝜏0 ∨ 𝜏1 and thus 𝑆 ⊨ 𝜏0 ∨ 𝜏1. By the propeties of 𝜏0 and 𝜏1 this in turn implies that
either #𝜏0 ∈ 𝑆 or #𝜏1 ∈ 𝑆. Contradiction. For 4: consider the fixed point that is obtained by iterating Θ

over the set 𝑋 = {#∃𝑥(𝜏 ∧ 𝑥 ≥ 0)}, and apply the reasoning for (3) above. □

The proposition entails the key property of classical soundness (cf. Def. 8) does not obtain for all Θ
fixed-points. Classical soundness will play a prominent role in what follows.

Corollary 5. There are set of codes of sentences 𝑆 such that 𝑆 ⊆ Θ(𝑆) and #𝜑 ∈ 𝑆 but 𝑆 ⊭ 𝜑. In particular,
there are fixed points 𝑆 = Θ(𝑆) such that #𝜑 ∈ 𝑆 but 𝑆 ⊭ 𝜑.

Proposition 3 fails for SSK. By taking, for instance, 𝑆 = {#𝜏0 ∨ 𝜏1}, where 𝜏0 and 𝜏1 are truth-tellers,
one can immediately see that 𝑆 ⊈ SSK(𝑆). However, although none of the problems above apply to SSK

fixed points, the latter are not very attractive either, as they are not closed under 𝜔-logic, a basic feature
of SK fixed points.

6We note that for consistent sets of sentences 𝑆 we have that

if 𝑆 ⊨sk 𝜑, then 𝑆 ⊨ 𝜑,

for all sentences 𝜑.
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Proposition 6. There are fixed points 𝑋 of SSK and a formula 𝜑(𝑥) of Tr such that #𝜑(�̄�) ∈ 𝑋 for any
𝑛 ∈ 𝜔, but #∀𝑦 𝜑 ∉ 𝑋 .

Proof. By the diagonal lemma, define a parametrized truth-teller:

(9) 𝜏(𝑥) ∶↔ Tr(⌜𝜏(𝑥)⌝(num(𝑥)/⌜𝑥⌝)).

Assuming the ordinal notation system introduced in 2.1, let

TI(𝜏, 𝛼) ∶↔ Prog(𝜏) → (∀𝑥 < 𝛼) 𝜏(𝑥),

Now consider Issk. Since, it is well-known that PAT ⊢ TI(𝜏, 𝑓 (𝑛)), with 𝑓 (0) = 0, 𝑓 (𝑛 + 1) = 𝜔
𝑓 (𝑛),

𝜀0 ∶= sup{𝑓 (𝑛) | 𝑛 ∈ 𝜔}, TI(𝜏, 𝑓 (𝑛)) ∈ Issk.
Since PAT ⊬ TI(𝜏, 𝜀0), it can be shown by induction on the construction of Issk that TI(𝜏, 𝜀0) ∉ Issk.

However, assuming Prog(𝜏), an application of the 𝜔-rule would enable one to go from ∀𝑥(𝑥 < 𝑓 (�̄�) →

𝜏(𝑥))) for each 𝑛 to ∀𝑦, 𝑥(𝑥 < 𝑓 (𝑦) → 𝜏(𝑥)), which would entail the consequent of TI(𝜏, 𝜀0), hence a
contradiction.

□

Remark 1. Nothing rests on the choice of the truth-teller in the previous proposition. For instance, we
could have used a parametrized liar sentence or other ‘ungrounded’ sentences. It’s worth noting that
the ‘SK-fragment’ of the construction is still closed under the 𝜔-rule, in the sense that, if each of the
𝐴(�̄�) are SK-satisfied in the relevant parameter, so is ∀𝑥𝐴.

The issues above also imply that Stern’s theory IT is not an ℕ-categorical axiomatization of the fixed
points of either SSK or Θ. In particular:

Proposition 7. There are sets of codes of sentences 𝑆 such that:
(1) 𝑆 = Θ(𝑆) and 𝑆 ⊭ ∀𝑡1, ..., 𝑡𝑛(Tr⌜𝜑(𝑡1, ..., 𝑡𝑛)⌝ → 𝜑(𝑡1, ..., 𝑡𝑛)) for some formula 𝜑(𝑡1, ..., 𝑡𝑛) of Tr.
(2) 𝑆 = Θ(𝑆) and 𝑆 ⊭ ∀𝑡(Tr(¬. Tr. 𝑡) → Tr(¬. 𝑡) ∨ ¬Sent(𝑡))

(3) 𝑆 = SSK(𝑆) and 𝑆 ⊭ ∀𝑣, 𝑥(Sent(∀. 𝑣𝑥) → (∀𝑡Tr(𝑥 (𝑡/𝑣)) → Tr(∀. 𝑣𝑥)))
(4) 𝑆 = SSK(𝑆) and 𝑆 ⊭ ∀𝑥, 𝑦(Sent(𝑥∨. 𝑦) → (Tr(𝑥) ∨ Tr(𝑦) ∨ ∃𝑧(𝜉(𝑧,Tr) ∧ PrPAT(𝑧→. 𝑥∨. 𝑦)) →

Tr(𝑥∨. 𝑦)))
(5) 𝑆 = SSK(𝑆) and 𝑆 ⊭ ∀𝑥, 𝑦(Sent(∃.𝑣𝑥) → (∃𝑡Tr(𝑥 (𝑡/𝑣)) ∨ ∃𝑤(𝜉(𝑤,Tr) ∧ PrPAT(𝑤→. ∃.𝑣𝑥)) →

Tr(∃.𝑣𝑥)))
Hence, no theory featuring Tr-Out or IT7 (right-to-left) can be ℕ-categorical with respect to fixed points of
SSK, and no theory featuring IT4, IT3, or IT5 can be ℕ-categorical with respect to fixed points of Θ.

Proof. (1) follows from Proposition 4.1. (2) follows from Proposition 4.2. (3) follows from Proposition
6. (4) follows by letting 𝑧 be the code for the formula TI(𝜏, 𝜀0) as given in Proposition 6, and 𝑥∨. 𝑦
be the code for TI(𝜏, 𝜀0) ∨ TI(𝜏, 𝜀0): by inspecting the proof of that proposition, it is easy to see that
(ℕ, 𝑆) ⊨ 𝜉(𝑧,Tr). Finally, (5) follows, just like (4), by letting 𝑤 be the code of TI(𝜏, 𝜀0) and ∃.𝑣𝑥 be the
code for ∃𝑥0(TI(𝜏, 𝜀0) ∧ 𝑥0 > 0). □

Although, by 1 and 2 of Proposition 7, Θ cannot be categorically axiomatized by IT, some fixed points
ofΘ are still models for IT. In particular, all fixed points that are classically sound, Tr-downwards closed,
and ¬Tr-downwards closed, will be models of IT (cf. Proposition 27). Since these notions will play a
prominent role in what follows, we provide precise definitions for them.

Definition 8. Let 𝑆 ⊆ 𝜔, then
(1) 𝑆 is classically sound iff (ℕ, 𝑆) ⊨ 𝜑 for all #𝜑 ∈ 𝑆;
(2) 𝑆 is Tr-downwards closed iff #Tr⌜𝜑⌝ ∈ 𝑆 implies #𝜑 ∈ 𝑆;
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𝜌

𝛼

Γ, 𝜑, for 𝜑 a literal of ℕ;(Ax. 1)

𝜌

𝛼

Γ,Tr(𝑡),¬Tr(𝑠), with #𝑠
ℕ
= #𝑡

ℕ(Ax. 2)

𝜌

𝛼0

Γ, 𝜑𝑖, 𝜑0 ∨ 𝜑1 for 𝑖 ∈ {0, 1}

(∨)
𝜌

𝛼

Γ, 𝜑0 ∨ 𝜑1

𝜌

𝛼0

Γ, 𝜑0, 𝜑0 ∧ 𝐴1 𝜌

𝛼0

Γ, 𝜑1, 𝜑0 ∧ 𝜑1

(∧)
𝜌

𝛼

Γ, 𝜑0 ∧ 𝜑1

𝜌

𝛼0

Γ, ∃𝑥𝜑, 𝜑(𝑛) for some 𝑛 ∈ 𝜔

(∃)
𝜌

𝛼

Γ, ∃𝑥𝜑

𝜌

𝛼𝑖

Γ, ∀𝑥𝜑, 𝜑(𝑛) for all 𝑛 ∈ 𝜔 and some 𝛼𝑖 < 𝛼
(𝜔)

𝜌

𝛼

Γ, ∀𝑥𝜑

𝜌0

𝛼0

𝜑

Tr-intro
𝜌

𝛼

Γ,Tr⌜𝜑⌝

𝜌0

𝛼0

¬𝜑

¬Tr-intro
𝜌

𝛼

Γ,¬Tr⌜𝜑⌝

Table 1. SV∞

(3) 𝑆 is ¬Tr-downwards closed iff #¬Tr⌜𝜑⌝ ∈ 𝑆 when #¬𝜑 ∈ 𝑆.

Proposition 4 showed that some Θ fixed points are not Tr-downwards closed, and hence not classically
sound, and some are not ¬Tr-downwards closed. This being said, some Θ fixed points meet all the
conditions: they are classically sound, Tr- and ¬Tr-downwards closed. One such fixed point is the
minimal fixed point.

Proposition 9. IΘ ⊨ IT.

Proof. We define the Tait language Tait
Tr

as follows: given a formula 𝐴 of Tr, we take the negation-
normal form of 𝐴, i.e., negations are only allowed on literals, and double negations are eliminated from
literals. Hence, any formula of Tait

Tr
is the result of taking literals or negated literals and applying the

connectives ∧, ∨, ∀, ∃. We can safely assume that Tr and Tait
Tr

are extensionally equivalent, modulo the
definition of negation.

Now take the system SV∞, the infinitary (one-sided) sequent calculus in the language Tait
Tr

given
by the relation 𝜌

𝛼

Γ, whose axioms and rules are displayed in Table 1. We write SV∞ ⊢ 𝜑 iff there are
𝛼, 𝜌 ∈ On s.t. 𝜌

𝛼

𝜑. Cantini showed that the following two rules are admissible, given the invertibility
properties of the system:

SV∞ ⊢ Tr⌜𝜑⌝
Tr-Elim

SV∞ ⊢ 𝜑

SV∞ ⊢ ¬Tr⌜𝐴⌝
¬Tr-Elim

SV∞ ⊢ ¬𝐴

One can then show that, for any formula 𝜑, SV∞ ⊢ 𝜑 ⇔ #𝜑 ∈ IΘ. The left-to-right direction is proved in
[Ste18, Lemma 4.4]. The right-to-left direction is proven by induction on the stages of the construction
of IΘ, with a subinduction on the positive complexity of the 𝜑. Finally, by induction on the length of the
derivation in SV∞, one can show that SV∞ ⊢ 𝜑 implies (ℕ, {𝜓 | SV∞ ⊢ 𝜓}) ⊨ 𝜑. This suffices to prove
that (ℕ, IΘ) is a model for axioms IT6, IT7 and Tr-Out. Verifying the rest is immediate. □

5. Theℕ-categoricity of SSK

One major difficulty in achieving an ℕ-categorical axiomatization for SSK-fixed points is the inex-
pressibility, in first-order logic, of the notion of (Strong Kleene) satisfaction built in its definition. The
satisfaction relation is hyperarithmetical, and hence inexpressible in Tr. This does not exclude, how-
ever, that there may be ways of capturing enough of Strong-Kleene satisfaction to obtain an extension-
ally correct characterization of SSK-fixed points. In this section we provide one such axiomatization.
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By the diagonal lemma, PAT proves that there is a formula 𝜋(𝑥) such that:

𝜋(𝑥) ↔True0(𝑥)∨

∃𝑡(𝑥 = Tr. 𝑡 ∧ Tr𝑡
◦
) ∨

∃𝑡(𝑥 = ¬. Tr. 𝑡 ∧ (Tr¬. 𝑡
◦
∨ ¬SentTr

(𝑡
◦
)) ∨

∃𝑦(𝑥 = ¬. ¬. 𝑦 ∧ Tr⌜𝜋(�̇�)⌝) ∨

∃𝑦, 𝑧(𝑥 = (𝑦∧. 𝑧) ∧ Tr⌜𝜋(�̇�)⌝) ∧ Tr⌜𝜋(�̇�)⌝)

∃𝑦, 𝑧(𝑥 = ¬. (𝑦∧. 𝑧) ∧ Tr⌜𝜋(¬. �̇�)⌝) ∧ Tr⌜𝜋(¬. �̇�)⌝)

∃𝑦(𝑥 = ∀. 𝑣𝑦 ∧ ∀𝑡 Tr⌜𝜋(�̇�(𝑡/𝑣)⌝) ∨

∃𝑦(𝑥 = ¬. ∀. 𝑣𝑦 ∧ ∀𝑡 Tr⌜𝜋(¬. �̇�(𝑡/𝑣)⌝).

Thus, the formula 𝜋(𝑥) performs a standard iteration for truth ascriptions, but exploits the diagonal
lemma to yield Strong Kleene compositionality in the case of logically complex formulae – in much the
same way that the well-known definition of KF over the theory PUTB does (see, e.g., [Hal14, Ch.19]).

The following result shows that, in a certain class of models, 𝜋(𝑥) captures Strong-Kleene satisfac-
tion:

Lemma 10. Any 𝑆 ⊆ SentTr
with (ℕ, 𝑆) ⊨ ∀𝑥(Tr⌜𝜋(�̇�)⌝ ↔ 𝜋(𝑥)) is such that

𝑆 ⊨ 𝜋(⌜𝜑⌝) iff (ℕ, 𝑆, 𝑆
′
) ⊨sk 𝜑

Proof. One needs to induct on the positive complexity of 𝜑. Suppose that 𝜑 is an arithmetic literal. Then

𝑆 ⊨ 𝜋(⌜𝜑⌝) iff #𝜑 ∈ True0 iff ℕ ⊨ 𝜑 iff (ℕ, 𝑆, 𝑆
−
) ⊨sk 𝜑.

The case for 𝜑 of the form Tr𝑡 is also straightforward:

𝑆 ⊨ 𝜋(⌜Tr𝑡⌝) iff 𝑡◦ ∈ 𝑆 iff (ℕ, 𝑆, 𝑆
−
) ⊨sk Tr𝑡.

When 𝜑 is of the form ¬Tr𝑡, the argument is analogous. If 𝜑 is a logically complex formula, the claim
follows almost immediately by IH. Take the case of 𝜑 being ¬¬𝜓:

𝑆 ⊨ 𝜋(⌜¬¬𝜓⌝) ⇔ 𝑆 ⊨ Tr⌜𝜋(⌜𝜓⌝)⌝ ⇔ 𝑆 ⊨ 𝜋(⌜𝜓⌝) ⇔ (ℕ, 𝑆, 𝑆
−
) ⊨sk 𝜓 ⇔ (ℕ, 𝑆, 𝑆

−
) ⊨sk ¬¬𝜓

where the third biconditional follows evidently by IH. □

For future use, we recall that, for Tr-positive formulae, Strong-Kleene satisfaction and classical sat-
isfaction coincide.

Lemma 11. For 𝜑 Tr-positive: (ℕ, 𝑆, 𝑆−) ⊨sk 𝜑 iff 𝑆 ⊨ 𝜑.

Proof. We induct on the positive complexity of 𝜑 again. If 𝜑 is an arithmetic literal or negated literal,
the claim is clear. If 𝜑 is of the form Tr𝑡, then (ℕ, 𝑆, 𝑆

−
) ⊨sk Tr𝑡 iff 𝑡◦ ∈ 𝑆 iff 𝑆 ⊨ Tr𝑡. The case in

which 𝜑 is of the form ¬Tr𝑡 does not arise, since 𝜑 would not be Tr-positive. The inductive case follows
immediately from the IH, since the SK satisfaction clauses for all connectives (except negation) and
classical satisfaction coincide. □

Definition 12. Let PK be the theory

∀𝑥(Tr⌜𝜋(�̇�)⌝ ↔ 𝜋(𝑥))(TB𝜋)

Tr(𝑥) ↔ ∃𝑦(𝜋(𝑦) ∧ PrPAT(𝑦→. 𝑥)).(PK-Tr)

As the following lemma shows, the theory PK has similar compositional properties as the theory IT

with the exception that the truth predicate does not commute with the universal quantifier.
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Lemma 13. The theory PK proves the following sentences:

(1) ∀𝑥(Tr(Tr. (𝑥)) ↔ Tr(𝑥));
(2) ∀𝑥(Tr(¬. Tr. (𝑥)) ↔ Tr(¬. 𝑥) ∨ ¬Sent(𝑥));
(3) ∀𝑥(Sent(𝑥) → (Tr(¬. ¬. 𝑥) ↔ Tr(𝑥)));
(4) ∀𝑥, 𝑦(Sent(𝑥∧. 𝑦) → (Tr(𝑥∧. 𝑦) ↔ Tr(𝑥) ∧ Tr(𝑦)));
(5) ∀𝑥, 𝑦(Sent(𝑥∨. 𝑦) → (Tr(𝑥) ∨ Tr(𝑦) ∨ ∃𝑧(𝜋(𝑧) ∧ PrPAT(𝑧→. 𝑥∨. 𝑦)) ↔ Tr(𝑥∨. 𝑦)));
(6) ∀𝑥, 𝑣(Sent(∀. 𝑣𝑥) → (Tr(∀. 𝑣𝑥) → ∀𝑡Tr(𝑥(𝑡/𝑣))));
(7) ∀𝑥, 𝑦(Sent(∃.𝑣𝑥) → (∃𝑡Tr(𝑥 (𝑡/𝑣)) ∨ ∃𝑤(𝜋(𝑤) ∧ PrPAT(𝑤→. ∃.𝑣𝑥)) ↔ Tr(∃.𝑣𝑥))).

Now, we establish the ℕ-categoricity results for SSK fixed points:

Theorem 14. For 𝑆 ⊆ SentTr
, and CON(𝑆), SSK(𝑆) = 𝑆 iff (ℕ, 𝑆) ⊨ PK.

We first prove (almost) one direction as a lemma:

Lemma 15. Let 𝑆 ⊆ SentTr
be such that CON(𝑆) and 𝑆 = SSK(𝑆). Then, 𝑆 ⊨ TB𝜋.

Proof. We check that 𝑆 ⊨ Tr⌜𝜋(𝑛)⌝ ↔ 𝜋(𝑛) for all 𝑛 ∈ 𝜔. The left-to-right direction follows for any
𝑛 directly from the fact that SSK satisfies classical soundness, that is, one can immediately verify that
𝑆 ⊨ssk 𝜋(𝑛) ⇒ 𝑆 ⊨ 𝜋(𝑛) (see also [Ste18, Lemma 3.7]). For the right-to-left direction, note that, by
lemma 11, 𝑆 ⊨ 𝜋(𝑛) implies 𝑆 ⊨sk 𝜋(𝑛), and so 𝑆 ⊨ssk 𝜋(𝑛); so, since 𝑆 = SSK(𝑆), #𝜋(𝑛) ∈ 𝑆, and
𝑆 ⊨ Tr⌜𝜋(𝑛)⌝. □

Proof of Theorem 14. For the left-to-right direction: lemma 15 shows that 𝑆 ⊨ TB𝜋. Now, we want
to prove the axiom (PK-Tr). Assume 𝑆 ⊨ Tr⌜𝜑⌝. Then, since 𝑆 = SSK(𝑆), there is some 𝜓 such that
𝑆 ⊨sk 𝜓 & PAT ⊢ 𝜓 → 𝜑. By lemma 10, and since (ℕ, 𝑆) is a model of TB𝜋, 𝑆 ⊨sk 𝜓 implies 𝑆 ⊨ 𝜋(⌜𝜓⌝).
Further, since (ℕ, 𝑆) is a model of PAT, 𝑆 ⊨ ∃𝑦(𝜋(𝑦) ∧ PrPAT(𝑦→. ⌜𝜑⌝)). The reverse reasoning yields
the opposite direction of the axiom.

For the right-to-left direction: we reason as follows:

#𝜑 ∈ 𝑆 ⇔ 𝑆 ⊨ Tr⌜𝜑⌝

⇔ 𝑆 ⊨ ∃⌜𝜓⌝(𝜋(⌜𝜓⌝ ∧ PrPAT(⌜𝜓 → 𝜑⌝)) by (PK-Tr)

⇔ 𝑆 ⊨ 𝜋(⌜𝜒⌝) and 𝑆 ⊨ PrPAT(⌜𝜒 → 𝜑⌝) for some 𝜒 ∈ SentTr

⇔ 𝑆 ⊨sk 𝜒 and PAT ⊢ 𝜒 → 𝜑 by lemma 10

⇔ #𝜑 ∈ SSK(𝑆)

□

In a sense, PK amounts to the bare minimum required to establish its ℕ-categoricity with respect to
SSK. We can extend the theory with principles that are independently justified and sound with respect
to the intended semantics, and yet retain ℕ-categoricity. Principles that appear particularly natural are,
on the one hand, a less artificial restriction of the naive Tr-schema allowing disquotation for all Tr-
positive sentences; on the other, since the SSK-fixed points over ℕ are classically sound, it is plausible
to reflect this in the axiomatization by adding the schema Tr-Out to it.

Definition 16. We call PK+ the theory obtained by replacing, in PK, TB𝜋 with the schema

Tr⌜𝜑(𝑡)⌝ ↔ 𝜑(𝑡
◦
) for 𝜑 Tr-positive(PUTB)

and adding the schema Tr-Out to it.
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PK
+ is also ℕ-categorical with respect to SSK. The argument above carries over with minor modifica-

tions: Lemma 15 still holds if one requires satisfiability of PUTB instead of just TB𝜋. This is enough, in
the proof of Theorem 13, to show that fixed points of SSK indeed satisfy PUTB.

Since PK
+ includes PUTB, it is proof-theoretically at least as strong as KF or ramified truth up to

𝜀0. IT (see Def. 2) is clearly an upper bound for PK+, but it’s evidently not sharp as the former has the
same proof-theoretic strength of the theory of inductive definitions ID1 [Ste18, Cor. 6.7]. It is an open
question whether PK+ has precisely the strength of PUTB. In addition, a full proof-theoretic analysis of
PK is lacking.

6. The ℕ-categorical axiomatization of Θ, Θ∗, and variations

6.1. ℕ-categorical axioms for Θ. By Proposition 7, IT isn’t ℕ-categorical with respect to the Θ fixed
points, but are there other axiomatic theories which areℕ-categorical with respect to those fixed points?
In this subsection, we answer that question in the affirmative.

Definition 17 (IT−). The theory IT
− extends PAT with the following axioms:

IT1 ∀𝑠, 𝑡(Tr(𝑠=. 𝑡) ↔ 𝑠
◦
= 𝑡

◦
) ∧ ∀𝑠, 𝑡(Tr(𝑠≠. 𝑡) ↔ 𝑠

◦
≠ 𝑡

◦
)

IT2 ∀𝑥, 𝑦(Sent(𝑥∧. 𝑦) → (Tr(𝑥) ∧ Tr(𝑦) → Tr(𝑥∧. 𝑦)))
IT3 ∀𝑥, 𝑦(Sent(𝑥∨. 𝑦) → (Tr(𝑥) ∨ Tr(𝑦) ∨ ∃𝑧(𝜉(𝑧,Tr) ∧ PrPAT(𝑧→. 𝑥∨. 𝑦)) ↔ Tr(𝑥∨. 𝑦)))
IT4 ∀𝑣, 𝑥(Sent(∀. 𝑣𝑥) → (∀𝑡Tr(𝑥 (�̇�/𝑣)) → Tr(∀. 𝑣𝑥)))
IT5 ∀𝑥, 𝑦(Sent(∃.𝑣𝑥) → (∃𝑡Tr(𝑥 (𝑡/𝑣))) ∨ ∃𝑤(𝜉(𝑤,Tr) ∧ PrPAT(𝑤→. ∃.𝑣𝑥)) ↔ Tr(∃.𝑣𝑥)))

IT
−
6 ∀𝑥(Tr(𝑥) → Tr(Tr. 𝑥))

IT
−
7 ∀𝑡(Tr(¬. 𝑡) ∨ ¬Sent(𝑡) → Tr(¬. Tr. 𝑡))

IT8 ∀𝑥, 𝑦(Tr(𝑥) ∧ PrPAT(𝑥→. 𝑦) → Tr(𝑦))

IT9 ∀𝑥(Tr(¬. 𝑥) → ¬Tr(𝑥))

IT10 Tr⌜∀𝑥(Tr(𝑥) → Sent(𝑥))⌝

Thus, the major differences between IT
− and IT are simply the exclusion of T-Out and of the right-

to-left directions of axioms IT6 and IT7. Note that Axiom IT9 is provable from axioms IT1, IT2 and
IT8.

We shall prove:

Theorem 18. IT− is ℕ-categorical with respect to fixed points of Θ, i.e., 𝑆 = Θ(𝑆) ⇔ 𝑆 ⊨ IT
−.

Proof. For the left-to-right direction: for axioms IT1-IT−
7 the proof proceeds just like [Ste18, Lemma

5.6]. IT8 follows from the fact that fixed points of Θ are closed under PAT-provability. As remarked,
IT9 follows from IT1, IT2 and IT8. IT10 also follows from the definition of the Θ jump.

For the right-to-left direction: we need to show that 𝑆 = Θ(𝑆), provided 𝑆 ⊨ IT
−. But since we know

that Θ is sound for any choice of 𝑆, what remains to be shown is Θ(𝑆) ⊆ 𝑆. Assume #𝜑 ∈ Θ(𝑆). Then,

ℕ ⊨ ∃⌜𝜓⌝(𝜉(⌜𝜓⌝, 𝑆) ∧ PrPAT(⌜𝜓 → 𝜑⌝)).

We first show 𝜉(⌜𝜓⌝, 𝑆) implies #𝜓 ∈ 𝑆, which follows easily by an induction on the positive com-
plexity of 𝜑. If 𝜑 is atomic or negated atomic, we make use of IT1; if it is of the form Tr𝑡

◦ or ¬Tr𝑡◦, we
make use of IT−

6 and IT
−
7, respectively; if it is a conjunction, we make use of IT2; and so on. Once we

have shown that 𝜉(⌜𝜓⌝, 𝑆) ⇒ #𝜓 ∈ 𝑆, #𝜑 ∈ 𝑆 follows by using IT8. □

6.2. Θ
∗ andℕ-categorical axioms for it. Fixed points of Θ are not very attractive though. The reason

is that they are not necessarily Kripke-sets in the sense that #𝜑 ∈ 𝑋 ⇔ #Tr⌜𝜑⌝ ∈ 𝑋 and #¬𝜑 ∈ 𝑋 ⇔

#¬Tr⌜𝜑⌝ ∈ 𝑋 . In particular, as we showed in Proposition 4, some fixed points will contain codes of
sentences of the form Tr⌜𝜑⌝, while not containing the code of 𝜑 – and similarly for ¬Tr⌜𝜑⌝ and ¬𝜑.
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This phenomenon is reflected in the absence of the right-to-left directions of IT−
6 and IT

−
7 in IT

−.
However, by tweaking the formula 𝜉(𝑥, 𝑋) slightly, we can obtain a class of fixed points that are (ℕ-
categorically) axiomatized by a theory which restores the missing components of the original IT6 and
IT7:

Definition 19. Let 𝜉∗(𝑥, 𝑋) be the formula obtained by supplementing 𝜉(𝑥, 𝑋) from Definition 1 with
additional Tr-downwards closure properties:

𝑥 ∈ True0

∨ ∃𝑦, 𝑧(𝑥 = (𝑦∨. 𝑧) ∧ (𝑦 ∈ 𝑋 ∨ 𝑧 ∈ 𝑋))

∨ ∃𝑦, 𝑧(𝑥 = (𝑦∧. 𝑧) ∧ (𝑦 ∈ 𝑋 ∧ 𝑧 ∈ 𝑋))

∨ ∃𝑦, 𝑣(𝑥 = (∀. 𝑣𝑦) ∧ ∀𝑡(𝑦(𝑡/𝑣) ∈ 𝑋))

∨ ∃𝑦, 𝑣(𝑥 = (∃.𝑣𝑦) ∧ ∃𝑡(𝑦(𝑡/𝑣) ∈ 𝑋))

∨ ∃𝑡(𝑥 = Tr. (𝑡) ∧ 𝑡
◦
∈ 𝑋)

∨ ∃𝑡(𝑥 = ¬. Tr. (𝑡) ∧ (¬. 𝑡◦) ∈ 𝑋 ∨ ¬Sent(𝑡
◦
))

∨ ∃𝑡(𝑥 = 𝑡
◦
∧ Sent(𝑡

◦
) ∧ Tr. (𝑡) ∈ 𝑋)

∨ ∃𝑡(𝑥 = ¬. 𝑡◦ ∧ Sent(¬. 𝑡◦) ∧ ¬. Tr. (𝑡) ∈ 𝑋)

We then define:

Θ
∗
(𝑆) ∶= {𝑛 ∈ 𝜔 | ℕ ⊨ ∃𝑦(𝜉

∗
(𝑦, 𝑋) ∧ PrPAT(𝑦→. 𝑥))[𝑛, 𝑆]}

Note that, for any set 𝑆, 𝑆 is sound with respect to Θ
∗ – just like with Θ. However, it follows immediately

from the definition of Θ∗ that Θ∗ fixed points are Kripke sets:

Proposition 20. Let 𝑋 = Θ
∗
(𝑋). Then, #𝜑 ∈ 𝑋 ⇔ #Tr⌜𝜑⌝ ∈ 𝑋 and #¬𝜑 ∈ 𝑋 ⇔ #¬Tr⌜𝜑⌝ ∈ 𝑋 .

It is now easy to see what theory characterizes Θ∗ fixed points ℕ-categorically:

Theorem 21. Let IT∗ be IT minus the axiom schema of T-Out, and replacing 𝜉(𝑥, 𝑋) in axioms IT3 and
IT6 for 𝜉∗(𝑥, 𝑋). Then, IT∗ is ℕ-categorical with respect to fixed points of Θ∗, i.e., 𝑆 = Θ

∗
(𝑆) ⇔ 𝑆 ⊨ IT

∗.

Θ
∗ does not impose any requirement on what the truth predicate looks like internally. In a way

analogous to that of the different supervaluation schemes, however, we can also require that, internally,
the truth predicate be consistent, or consistent and complete. This is done by defining new operators:

Definition 22. Let con(𝑥) be the formula ∃𝑠, 𝑡(𝑥 = ⌜¬(Tr𝑠. ∧ Tr¬. 𝑡.)⌝ ∧ 𝑠◦ = 𝑡◦), and define:

Θ
∗

c
(𝑆) ∶= {𝑛 ∈ 𝜔 | ℕ ⊨ ∃𝑦((𝜉

∗
(𝑦, 𝑋) ∨ con(𝑦)) ∧ PrPAT(𝑦→. 𝑥))[𝑛, 𝑆]}

Definition 23. Let com(𝑥) be the formula ∃𝑠, 𝑡(𝑥 = ⌜¬Tr𝑠. ↔ Tr¬. 𝑡.⌝ ∧ 𝑠◦ = 𝑡◦), and define:

Θ
∗

mc
(𝑆) ∶= {𝑛 ∈ 𝜔 | ℕ ⊨ ∃𝑦((𝜉

∗
(𝑦, 𝑋) ∨ com(𝑦)) ∧ PrPAT(𝑦→. 𝑥))[𝑛, 𝑆]}

In light of our ℕ-categoricity result for Θ∗, the following is easily established:

Proposition 24. Let IT∗

c
be IT

∗ plus the axiom ∀𝑥(Tr⌜¬(Tr�̇� ∧ Tr¬. �̇�)⌝), and let IT∗

mc
be IT

∗ plus the
axiom ∀𝑥(Tr⌜¬Tr�̇� ↔ Tr¬. �̇�⌝). Then, IT∗

c
is ℕ-categorical with respect to fixed points of Θ∗

c
, and IT

∗

mc
is

ℕ-categorical with respect to fixed points of Θ∗

mc
.
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6.3. Relationships between fixed points of Θ and Θ
∗. We start by providing a general result about

Θ and Θ
∗, which reveals that their constructions preserve classical soundness and, in the case of Θ, also

Tr- and ¬Tr-downwards closure:

Lemma 25. The following hold:
(1) Let 𝑋 be a classically sound set of sentences, and define:

Δ0 ∶= 𝑋

Δ𝛼+1 ∶= Θ
∗
(Δ𝛼)

Δ𝜆 ∶= ⋃

𝛽<𝜆

Δ𝛽

Then, ⋃
𝛼∈On

Δ𝛼 – the least Θ∗ fixed point containing 𝑋 – is classically sound.
(2) Let 𝑋 be a classically sound, Tr- and ¬Tr-downwards closed set of sentences, and define:

Γ0 ∶= 𝑋

Γ𝛼+1 ∶= Θ(Γ𝛼)

Γ𝜆 ∶= ⋃

𝛽<𝜆

Γ𝛽

Then, ⋃
𝛼∈On

Γ𝛼 is classically sound, and Tr- and ¬Tr-downwards closed.

Proof. For (1): we show that #𝜑 ∈ Δ𝛼 implies Δ𝛼 ⊨ 𝜑. The base case follows from the assumption that
𝑋 is classically sound. For the successor case: we can assume that #𝜑 ∈ Δ𝛼 implies Δ𝛼 ⊨ 𝜑 and prove
the claim for 𝛼 + 1. Suppose that #𝜑 ∈ Δ𝛼+1 by 𝜉∗(𝑥, 𝑋). We induct on the positive complexity of 𝜑:

∙ If 𝜑 is in True0, this is immediate.
∙ If 𝜑 is of the form Tr⌜𝜓⌝, and #𝜓 ∈ Δ𝛼 : since Δ𝛼 ⊆ Δ𝛼+1, 𝜓 ∈ Δ𝛼+1, hence Δ𝛼+1 ⊨ Tr⌜𝜓⌝.
∙ If 𝜑 is of the form ¬Tr⌜𝜓⌝, and #¬𝜓 ∈ Δ𝛼 : then #¬𝜓 ∈ Δ𝛼+1 and, since Δ𝛼+1 is consistent,
#𝜓 ∉ Δ𝛼+1, hence Δ𝛼+1 ⊨ ¬Tr⌜𝜓⌝.

∙ If 𝜑 is a logically complex formula, the claim follows easily by IH.

If #𝜑 ∈ Δ𝛼+1 because there is 𝜓 such that 𝜉∗(⌜𝜓⌝,Δ𝛼) holds and PAT ⊢ 𝜓 → 𝜑: since Δ𝛼+1 ⊨ PAT, and
we just showed how 𝜉

∗
(⌜𝜓⌝,Δ𝛼) implies Δ𝛼+1 ⊨ 𝜓, the claim follows.

For (2): to prove that ⋃
𝛼∈On

Γ𝛼 is classically sound, we only need to run again the proof for (1) again.
To prove the Tr- and ¬Tr-downwards closure, we need to verify that #(¬)Tr⌜𝜑⌝ ∈ Γ𝛼 ⇒ #(¬)𝜑 ∈ Γ𝛼 .
But this is immediate for the base case from our assumption that 𝑋 is Tr and ¬Tr-downwards closed,
and follows by IH for the successor case. The argument just given implies that, for any 𝛼, 𝜉∗(⌜𝜑⌝, Γ𝛼) ⇔
𝜉(⌜𝜑⌝, Γ𝛼), whence we can conclude that ⋃

𝛼∈On
Γ𝛼 is also the least fixed point of Θ∗ containing 𝑋 . □

In the constructions above, we say that 𝑋 is the starting set of the construction.
Next, we show that fixed points of Θ∗ are also fixed points of Θ. This is immediate by inspecting the

definitions of Θ and Θ
∗:

Lemma 26. Let 𝑆 = Θ
∗
(𝑆). Then, 𝑆 = Θ(𝑆). Conversely, if 𝑆 = Θ(𝑆) and 𝑆 is Tr- and ¬Tr-downwards

closed, then 𝑆 = Θ
∗
(𝑆).

By Proposition 4, there are fixed points of Θ that are not Tr- and ¬Tr-downwards closed. However,
Tr and ¬Tr-downwards closure are still not sufficient to yield the ℕ-categoricity of IT. There could still
be complex sentences, such as 𝜏0 ∨ 𝜏1, within Θ

∗ fixed points, without their constituent sentences being
there—which would violate Tr-Out. However, if classical soundness is added as a condition on the fixed
points, we obtain a more restricted class of fixed points that IT can ℕ-categorically axiomatize.
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Proposition 27. Let 𝑆 ⊆ SentTr
. Then the following claims are equivalent:

(1) 𝑆 = Θ
∗
(𝑆) & 𝑆 is classically sound;

(2) 𝑆 = Θ(𝑆) & 𝑆 is classically sound and Tr- and ¬Tr-downwards closed;
(3) 𝑆 ⊨ IT.
(4) 𝑆 ⊨ IT

∗
+ Tr-Out

Proof. 1 ⇔ 4: In Theorem 21, we proved that 𝑆 = Θ
∗
(𝑆) iff 𝑆 ⊨ IT

∗. But if 𝑆 is classically sound, then
𝑆 ⊨ Tr⌜𝜓⌝ → 𝜓 for all 𝜓 s.t. 𝜓 ∈ SentTr

. The reverse also holds: the fixed-point model (ℕ, 𝑆) satisfies
T-Out only if 𝑆 is classically sound.
2 ⇔ 3: IT is IT

− plus Tr-Out and the right-to-left directions of axioms IT6 and IT7. By Theorem 18,
𝑆 = Θ(𝑆) iff 𝑆 ⊨ IT

−. Tr-Out holds iff 𝑆 is classically sound; and the right-to-left directions of IT6 and
IT7 hold exactly when 𝑆 is Tr- and ¬Tr-downwards closed.
1 ⇔ 2: given by Lemma 26. □

6.4. Proof-Theory. IT∗ also enjoys considerable proof-theoretic strength. In particular, we can show
that it is at least as proof-theoretically strong as the theory KF. The proof-theoretic strength will be
obtained by defining ramified truth predicates, so we refer the reader to [Hal14, Ch.9] for a definition
of the relevant languages and systems. Instead of using IT

∗, however, we will provide a more general
result by using IT

−; since the latter is a subtheory of IT∗, the claim will follow immediately.

Proposition 28. IT− can define the truth predicates of RT<𝜀0 .

Proof. Consider the formula

D(𝑥) ∶= (Tr𝑥 ∨ Tr¬. 𝑥) ∧ ∀𝑦, 𝑧(𝑥 = (𝑦∨. 𝑧) → Tr𝑦 ∨ Tr𝑧) ∧ ∀𝑦, 𝑣(𝑥 = (∃.𝑣𝑦) → ∃𝑡Tr𝑦(𝑡/𝑣))

It is immediate to verify that D(𝑥) satisfies the following properties:

(1) D(𝑥) → D(¬. 𝑥)
(2) D(𝑥) ∧ D(𝑦) → D(𝑥∨. 𝑦) ∧ D(𝑥→. 𝑦)
(3) SentTr

(∀. 𝑣𝑦) ∧ ∀𝑡(D(𝑦(𝑡/𝑣))) → D(∀. 𝑣𝑦)
(4) D(𝑥) → (Tr(¬. 𝑥) ↔ ¬Tr(𝑥))

(5) D(𝑥∨. 𝑦) → (Tr(𝑥∨. 𝑦) ↔ Tr(𝑥) ∨ Tr(𝑦))

(6) D(𝑥→. 𝑦) → (Tr(𝑥→. 𝑦) ↔ Tr(𝑥) → Tr(𝑦))

(7) D(𝑥) → (Tr(∀. 𝑣𝑥) ↔ ∀𝑦Tr(𝑥(𝑦/𝑣)))

(8) D(𝑥) → (Tr(𝑥) ↔ Tr(Tr. 𝑥))

We now use this formula to adapt a proof by Fujimoto [Fuj10, Lemma 36]. We start by defining two
p.r. functions à la Fujimoto. First, for 𝛽 < 𝜀0, let ℎ(𝑥, 𝛽) be a p.r. function from 𝜔 ×On into 𝜔 defined by

ℎ(𝑥, 𝛽) =

{

𝑥 if 𝑥 ∈ Sent<𝛽

⌜0 = 1⌝ otherwise

Second, we define a function 𝑘(𝑥) from <𝜀0 into Tr by

𝑘(𝑥) =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝑥, if 𝑥 is an atomic formula of ℕ

⌜Tr(𝑘 ◦ ℎ(𝑡, 𝛽))⌝ if 𝑥 = Tr. 𝛽𝑡 and 𝑡 is a closed term

⌜¬Tr(𝑘(�̇�))⌝ if 𝑥 = ¬. 𝑦

⌜Tr(𝑘(�̇�)) ∨ Tr(𝑘(�̇�))⌝ if 𝑥 = 𝑦∨. 𝑧

⌜Tr𝑘(�̇�) ∧ Tr(𝑘(�̇�))⌝ if 𝑥 = 𝑦∧. 𝑧

⌜∀𝑧Tr(𝑘(�̇�(𝑢/⌜𝑧⌝)))⌝(𝑧/⌜𝑢⌝) if 𝑥 = ∀.𝑧𝑦 and 𝑧 is a variable

⌜0 = 1⌝ otherwise
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Using the axioms of IT− and properties 1-8, one can show:

IT
−
⊢ ∀𝛾 ≤ 𝛽(Sent<𝛾 (𝑥) → D(𝑘𝑥))

Finally, for any ordinal 𝛼 < 𝜀0, define 𝜎𝛼 ∶ <𝛼 ⟶ Tr as:

𝜎𝛼(𝜑) =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝑠 = 𝑡 if 𝜑 = (𝑠 = 𝑡)

Tr(𝑘𝑥) if 𝜑 = Tr𝛽(𝑥), 𝛽 < 𝛼

¬𝜎𝛼(𝜓) if 𝜑 = ¬𝜓

𝜎𝛼(𝜓) ∨ 𝜎𝛼(𝜒 ) if 𝜑 = 𝜓 ∨ 𝜒

𝜎𝛼(𝜓) ∧ 𝜎𝛼(𝜒 ) if 𝜑 = 𝜓 ∧ 𝜒

∃𝑣𝜎𝛼(𝜓) if 𝜑 = ∃𝑣𝜓

∀𝑣𝜎𝛼(𝜓) if 𝜑 = ∀𝑣𝜓

It is easy to verify that translating Tr𝛼(𝑥) as 𝜎𝛼(𝑥), for 𝛼 < 𝜀0, yields a truth-definition of RT<𝜀0 in
IT

−. □

Corollary 29. |IT∗
| ≧ |IT

−
| ≧ |KF| ≡ |RT<𝜀0

|

Just like in the case of PK, IT∗
, IT

− are sub-theories of IT. However, a sharp proof-theoretic analysis of
IT

∗
, IT

− is not yet available.
By contrast, the proof-theoretic analysis of IT∗

+Tr-Out follows the one for IT from [Ste18]: the lower
bound is provided by the provability of Bar-Induction in (a fragment of) IT∗

+ Tr-Out, which is known
to be sufficient to derive the arithmetical theorems of ID1; for the upper bound argument, the strategy
is to formalize in the theory KPU the stages of the construction of the minimal fixed point of Θ, and
establish the equivalence between membership in the fixed point and provability in the infinitary system
defined in Proposition 9. Since, provably in KPU, IΘ = IΘ∗ , we can use such a provability predicate as an
adequate interpretation for the truth predicate of IT∗

+ Tr-Out. That is:

Proposition 30. |IT∗
+ Tr-Out| = |IT| = |ID1|.

7. Relations with standard supervaluationist fixed points

In this section we establish some connections between supervaluation-style fixed-point semantics
and the standard supervaluational approaches. The aim is to draw a precise picture of the prospects and
limitations of supervaluation-style semantics and its connection to standard supervaluational semantics.

Recall the schema VB introduced in Section 2.2. It is easy to see that the minimal fixed points of Θ,
Θ

∗ and VB coincide:

Corollary 31. IΘ = IΘ∗ = Ivb.

Proof. The proof of Proposition 9 shows that #𝜑 ∈ IΘ ⇔ SV∞ ⊢ 𝜑. But Cantini [Can90, §4, esp. Thm.
4.7] proved that #𝜑 ∈ Ivb ⇔ SV∞ ⊢ 𝜑. It then follows that #𝜑 ∈ IΘ ⇔ #𝜑 ∈ Ivb.

We now show that #𝜑 ∈ IΘ ⇔ #𝜑 ∈ IΘ∗ . We know that VB fixed points are Tr- and ¬Tr-downwards
closed (Def. 8); combining this with the fact that IΘ is a fixed point of Θ, it follows that it is also a fixed
point of Θ∗. But if IΘ were not the minimal fixed point of Θ∗, there would be a set 𝑆 = Θ

∗
(𝑆) such that

𝑆 ⊊ IΘ. Also, by Lemma 26, 𝑆 = Θ(𝑆). But this contradicts the fact that IΘ is the Θ-least fixed point. □

By contrast, it can be shown that the minimal fixed point is a proper subset of the least VB fixed
point—and, as a consequence, of the least fixed points of Θ and Θ

∗:

Proposition 32. Issk ⊊ Ivb.
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Proof. That Issk ⊆ Ivb was already proven in [Ste18, Lemma 3.6]: indeed, the implication

𝜑 ∈ SSK(𝑆) ⇒ ∀𝑆
′
⊇ 𝑆(Φvb(𝑆

′
) ⇒ 𝑆

′
⊨ 𝜑)

holds because, as we have seen, (i) satisfaction in Strong Kleene entails VB-satisfaction, and (ii) VB-
truth is closed under PAT-consequence. That the inclusion is proper follows from Proposition 6, where
we showed how Issk fails to be closed under 𝜔-logic. By contrast, as is well-known, VB fixed points
(including Ivb) are closed under 𝜔-logic. □

It is clear that some fixed points of Θ are not VB fixed points. For instance, some fixed points of Θ fail
to be transparent for the truth predicate (Proposition 4). It is also clear that some Θ∗ fixed points are not
VB fixed points: all fixed-point models of VB satisfy T-Out, but not all Θ∗ fixed points do.7 What if we
restrict our attention to Θ

∗ fixed-point models of T-Out, i.e., that are classically sound? In Proposition
27, we showed that those models are precisely the ones that satisfy IT. It then follows that the class of
classically sound fixed points of Θ∗ cannot coincide with the class of supervaluational, VB fixed points.
Otherwise, VB would have an ℕ-categorical axiomatization (namely, IT), which we know isn’t the case
by the complexity considerations described in the introduction.

There is more we can say about fixed points of VB and of Θ∗. First, that the class of VB fixed points
is a subclass of the Θ

∗ fixed points:

Lemma 33. Let 𝑆 = VB(𝑆). Then, 𝑆 = Θ
∗
(𝑆), and 𝑆 = Θ(𝑆), and 𝑆 is classically sound.

Proof. Assume 𝑆 = VB(𝑆). We want to show 𝑆 = Θ
∗
(𝑆). 𝑆 ⊆ Θ

∗
(𝑆) follows immediately, since we know

that every set of formulae is Θ∗- sound. For the other direction, we induct on the clauses of 𝜉∗(𝑥, 𝑋),
and employ the VB fixed-point property of 𝑆 in order to prove that 𝜉∗(𝑥, 𝑆) ⇒ 𝑥 ∈ 𝑆. It is easy to see
why this holds: any fixed point of VB is closed under 𝜔-logic (and so it is closed under the clauses for
the connectives and quantifiers in 𝜉∗), and is closed under Tr-Intro, Tr-Elim, ¬Tr-Intro and ¬Tr-Elim,
and so closed under the Tr-clauses. Furthermore, VB fixed points are also closed under PAT-provability,
so 𝑥 ∈ Θ

∗
(𝑆) ⇒ 𝑥 ∈ 𝑆.

Having shown 𝑆 = Θ
∗
(𝑆), that 𝑆 = Θ(𝑆) just follows from Lemma 26. Also, that 𝑆 is classically sound

follows immediately, since 𝑆 is a VB-fixed point. □

In fact, we can show that any least fixed point generated by a VB-sound set corresponds to the least
fixed point of Θ generated from that set. To prove that, we need two observations.

Lemma 34. Let 𝑆 ⊆ SentTr
and 𝑆 ⊆ VB(𝑆). Then, Θ(𝑆) ⊆ VB(𝑆).

Proof. The lemma can be proved by first checking

𝜉(⌜𝜑⌝, 𝑋) ⇒ #𝜑 ∈ VB(𝑋)

whenever 𝑋 is VB-sound. The closure of the VB operator under PAT-consequence yields the claim.
□

Lemma 35. Given a set 𝑆 ⊆ SentTr
, we write PAT ∪ {Tr⌜𝜓⌝ | #𝜓 ∈ 𝑆} ⊢

𝜔
𝜑 iff 𝜑 is provable in 𝜔-logic

from PAT and each sentence of the form Tr⌜𝜓⌝, #𝜓 ∈ 𝑆, as axioms. Now, let 𝑋 = Θ(𝑋). Then:

PAT ∪ {Tr⌜𝜓⌝ | #𝜓 ∈ 𝑋 } ⊢
𝜔
𝜑 ⇒ #𝜑 ∈ 𝑋

Proof. This is immediate by induction on the length of the (𝜔)-derivation of 𝜑 in PAT∪{Tr⌜𝜓⌝ | #𝜓 ∈ 𝑆}.
The axioms of PAT are given by the 𝜃 formula, and the axioms of the form Tr⌜𝜓⌝, #𝜓 ∈ 𝑋 , follow from
the fixed-point property. Since Θ fixed points are closed under modus ponens and 𝜔-logic, the claim
follows. □

7Again, just take the fixed point that obtains by applying Θ
∗ to {#𝜏1 ∨ 𝜏2}.
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Proposition 36. Let 𝑋 ⊆ VB(𝑋). Consider the following constructions:

Γ
vb

0
= 𝑋 Γ

Θ

0
= 𝑋

Γ
vb

𝛼+1
= VB(Γ

vb

𝛼
) Γ

Θ

𝛼+1
= Θ(Γ

Θ

𝛼
)

Γ
vb

𝜆
= ⋃

𝛽<𝜆

Γ
vb

𝛽
, for 𝜆 a limit Γ

Θ

𝜆
= ⋃

𝛽<𝜆

Γ
Θ

𝛽
, for 𝜆 a limit

Then, ⋃
𝛽∈On

Γ
vb

𝛽
= ⋃

𝛽∈On
Γ
Θ

𝛽
.

Proof. For clarity of notation, let ⋃
𝛽∈On

Γ
Θ

𝛽
= 𝑆. We have that Θ(𝑆) = 𝑆, and also VB(𝑆) ⊇ Θ(𝑆). We

assume, for reductio, that 𝑆 ≠ ⋃
𝛽∈On

Γ
vb

𝛽
. By Lemma 34, we know that Θ(𝑋) ⊆ VB(𝑋); and, in fact, for

any 𝛼 ∈ On, Θ𝛼(𝑋) ⊆ VB(Θ
𝛼
(𝑋)) (where Θ

𝛼 stands for 𝛼-th iterations of Θ). Therefore, 𝑆 ⊆ VB(𝑆).
But then 𝑆 ≠ ⋃

𝛽∈On
Γ
vb

𝛽
implies VB(𝑆) ⊋ 𝑆. So there must be some sentence 𝜑 s.t. #𝜑 ∈ VB(𝑆) but

#𝜑 ∉ Θ(𝑆) = 𝑆. By Lemma 35, we obtain:

PAT ∪ {Tr⌜𝜓⌝ | #𝜓 ∈ 𝑆} ⊬
𝜔
𝜑

By the completeness theorem, there must be a standard model (ℕ, 𝑆′), with 𝑆′ ⊇ 𝑆, s.t. (ℕ, 𝑆′) ⊭ 𝜑. But
then #𝜑 ∉ VB(𝑆), yielding a contradiction. □

Let us now examine in greater depth the connection between the class of classically sound Θ
∗ fixed

points and the VB fixed points. First, let us denote:

 ∶= {𝑆 | 𝑆 = Θ
∗
(𝑆) & 𝑆 is classically sound}

We will consider this class of fixed points and refer to them in the usual terms. In particular, we say that
some fixed point 𝑆 is -maximal iff there is no 𝑆′ ∈  s.t. 𝑆 ⊊ 𝑆′. By adapting a result from [Ste18] to
the present setting, we can show that the -maximal fixed points and the VB maximal fixed points are
not the same.

Definition 37. Let Φ∶ (𝜔) → (𝜔) be an operator. Recall that 𝑋−
∶= {#¬𝜑 | #𝜑 ∈ 𝑋 } ∪ {𝑛 ∈ 𝜔 | ℕ ⊨

¬SentTr
(�̄�)} and 𝑌 −

∶= {#¬𝜑 | #𝜑 ∈ 𝑌 } ∪ {𝑛 ∈ 𝜔 | ℕ ⊨ ¬SentTr
(�̄�)}. We define:

∙ 𝑋, 𝑌 are compatible iff 𝑋 ∩ 𝑌
−
= ∅.

∙ 𝑋 is Φ-intrinsic (in short: intrinsic) iff 𝑋 ⊆ Φ(𝑋) and CON(𝑋) and for all 𝑌 s.t. 𝑌 ⊆ Φ(𝑌 ), 𝑋 and
𝑌 are compatible.

The set {𝑛 ∈ 𝜔 | ∃𝑋(𝑋 is intrinsic & 𝑛 ∈ 𝑋)} is known as the maximal intrinsic fixed point of Φ. A formula
𝜑 is said to be Φ-intrinsic iff its code is in the maximal intrinsic fixed point of Φ.

Notice that for the familiar operators considered in this paper, the existence of the maximal intrinsic
fixed point follows from the existence of the relevant minimal fixed points, as these minimal fixed points
are themselves intrinsic.

Lemma 38. The -maximal intrinsic fixed point and the maximal intrinsic fixed point of VB differ. There-
fore,

{𝑆 | 𝑆 ∈  & 𝑆 is maximal} ≠ {𝑆 | 𝑆 = VB(𝑆) & 𝑆 is maximal}.

Proof. The first claim follows by complexity considerations. The upper-bound for the -maximal in-
trinsic fixed point (I+) can be obtained as follows:

(10) 𝑛 ∈ I
+

 ⇔ ∃𝑋(𝑋 = Θ
∗
(𝑋) & 𝑋 is classically sound & ∀𝑚 ∈ 𝑋(¬.𝑚 ∉ V

+

Θ
∗) & 𝑛 ∈ 𝑋)
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Here, V+

Θ
∗ stands for the set of sentences true in some Θ

∗ fixed point. Since the formula 𝜉∗(𝑥, 𝑋) of the
Θ

∗ jump is arithmetical, 𝑋 = Θ
∗
(𝑋) is a Δ

1

1
formula, as the next definition shows:

𝑋 = Θ
∗
(𝑋) ⇔ ∀𝑛(𝑛 ∈ 𝑋 ⇔ ∃𝑦(𝜉

∗
(𝑦, 𝑋) ∧ PrPAT(𝑦→. 𝑛))

It follows that V+

Θ
∗ has complexity at most Σ1

1
:

𝑛 ∈ 𝑉
+

Θ
∗ ⇔ ∃𝑋(𝑋 = Θ

∗
(𝑋) ∧ 𝑛 ∈ 𝑋)

Finally, the property of classical soundness is at most Δ1

1
:

𝑋 is classically sound ⇔ ∀𝜑(#𝜑 ∈ 𝑋 ⇒ 𝑋 ⊨ 𝜑)

where we rely on the well-known fact that classical satisfaction is Δ1

1
.

Following (10), membership in I
+

 is at most Σ1

1
-in-a-(𝜔 ⧵ Σ

1

1
)-parameter, i.e., Σ1

1
-in-a-Π1

1
-parameter.

By contrast, Burgess [Bur88] showed that the maximal intrinsic fixed point of the VB scheme (I+
vb

) is
precisely Δ

1

2
-in-a-Π1

2
-parameter, so I

+

vb
≠ I

+

.
The ‘therefore’ part of the claim follows from the fact that the maximal intrinsic point of a scheme or

operator is the intersection of all maximal fixed points of the operator—see e.g. [Vis89, Th.2.18.2]. □

In fact, we can provide specific examples of simple fixed points that are in  but are not VB fixed
points. The following is a variation of an example we have used repeatedly:

Lemma 39. Consider the following construction:

Γ0 ∶= {#(¬𝜏1 ∨ ¬𝜏2)}

Γ𝛼+1 ∶= Θ
∗
(Γ𝛼)

Γ𝜆 ∶= ⋃

𝛽<𝜆

Γ𝛽

Then, ⋃
𝛼∈On

Γ𝛼 ∈  but ⋃
𝛼∈On

Γ𝛼 ≠ VB(⋃
𝛼∈On

Γ𝛼).

Proof. We first show that ⋃
𝛼∈On

Γ𝛼 is classically sound. We prove that #𝜑 ∈ Γ𝛼 implies Γ𝛼 ⊨ 𝜑 by
transfinite induction on 𝛼.

For the base case: it is clear that Γ0 ⊨ ¬𝜏1 ∨ ¬𝜏2, since ¬𝜏𝑖 ≡ ¬Tr⌜𝜏𝑖⌝ and #𝜏𝑖 ∉ Γ0 (𝑖 one of 1, 2).
For the successor case: we can assume that #𝜑 ∈ Γ𝛼 implies Γ𝛼 ⊨ 𝜑 and prove the claim for 𝛼 + 1. If
#𝜑 ∈ Γ𝛼+1 by 𝜉∗(𝑥, 𝑋), the claim follows by an induction on the positive complexity of 𝜑. It’s worth
noting that in the case in which 𝜑 is of the form Tr⌜𝜓⌝ we employ the increasing nature of Θ∗, whereas
if 𝜑 is of the form ¬Tr⌜𝜓⌝ we employ the consistency of Γ𝛼 for any 𝛼.

On the other hand, if #𝜑 ∈ Γ𝛼+1 because there is some 𝜓 such that 𝜉∗(⌜𝜓⌝, Γ𝛼) holds and 𝜓 → 𝜑 is
provable in PAT, the previous argument shows Γ𝛼+1 ⊨ 𝜓. But since this is a model of PAT, Γ𝛼+1 ⊨ 𝜑.

Now, we show that ⋃
𝛼∈On

Γ𝛼 ≠ VB(⋃
𝛼∈On

Γ𝛼). It is clear that #(¬𝜏1 ∨ ¬𝜏2) ∈ ⋃
𝛼∈On

Γ𝛼 and #¬𝜏1 ∉

⋃
𝛼∈On

Γ𝛼 , #¬𝜏2 ∉ ⋃
𝛼∈On

Γ𝛼 . But no consistent fixed point of VB can contain #(¬𝜏1 ∨¬𝜏2) and fail to con-
tain #¬𝜏1 or #¬𝜏2. Since #¬𝜏1 ∉ ⋃

𝛼∈On
Γ𝛼 and #¬𝜏2 ∉ ⋃

𝛼∈On
Γ𝛼 , there are extensions 𝑌 ⊇ ⋃

𝛼∈On
Γ𝛼 such

that both #𝜏1 ∈ 𝑌 and #𝜏2 ∈ 𝑌 , whence (ℕ, 𝑌 ) ⊨ ¬(¬𝜏1 ∨ ¬𝜏2). But then, #(¬𝜏1 ∨ ¬𝜏2) ∉ VB(⋃
𝛼∈On

Γ𝛼),
so ⋃

𝛼∈On
Γ𝛼 ≠ VB(⋃

𝛼∈On
Γ𝛼). □

Proposition 40. {𝑆 | 𝑆 = Θ
∗
(𝑆) & 𝑆 is classically sound} ≠ {𝑆 | 𝑆 = VB(𝑆)}

Proof. Lemma 38 yields the result. Note that one can also use Lemma 39, reasoning as follows. By that
lemma, either (i) there is a -maximal fixed point 𝑋 which is not a VB-maximal fixed point, or (ii) there
is a VB-maximal fixed point 𝑌 which is not a -maximal fixed point. If (i): then either 𝑋 is not a fixed
point of VB, in which case the claim follows; or there is some 𝑋 ′

⊇ 𝑋 which is a fixed point of VB, and
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cannot be a fixed point of , since 𝑋 is -maximal, whence the claim follows. An analogous reasoning
applies if (ii) is the case. □

The situation is very similar when we consider the operator Θc and the supervaluationist scheme VC.
We omit the proofs of the following results, which are just reproductions of all proofs we have carried
out for VB:

Proposition 41. The following hold:
(1) Let 𝑆 = Θ

∗

c
(𝑆). Then, 𝑆 = Θc(𝑆).

(2) IΘc
= IΘ∗

c

= Ivc.
(3) Isskc

⊊ Ivc

(4) 𝑆 = Θ
∗

c
(𝑆) & 𝑆 is classically sound ⇔ 𝑆 ⊨ ITc.

(5) Let c = {𝑆 | Θ
∗

c
(𝑆) & 𝑆 is classically sound}. Then, c ⊇ {𝑆 | 𝑆 = VC(𝑆)}.

(6) The c-maximal intrinsic fixed point and the maximal intrinsic fixed point of VC differ.
(7) Let 𝑌c be the Θ

∗

c
fixed point obtained by the construction of Lemma 39, with Θ

∗

c
in place of Θ∗.

Then, 𝑌 ∈ c but 𝑌 ≠ VC(𝑌 ).

In the case of MC and Θ
∗

mc
, it must be noted that the scheme MC is not itself classically sound.

Therefore, we can forget about that aspect when establishing their relations. Thus, the connection is
even more direct than the case of Θ∗ and Θ

∗

c
, although the proofs do not change much:

Proposition 42. The following holds:
(1) Let 𝑆 = Θ

∗

mc
(𝑆). Then, 𝑆 = Θmc(𝑆).

(2) IΘmc
= IΘ∗

mc

= Imc.
(3) Isskmc

⊊ Imc

(4) 𝑆 = Θ
∗

mc
(𝑆) ⇔ 𝑆 ⊨ ITmc.

(5) If 𝑆 = MC(𝑆), then 𝑆 = Θ
∗

mc
(𝑆).

(6) The Θ∗

mc
-maximal intrinsic fixed point and the maximal intrinsic fixed point of MC differ.

Yet something makes the case of Θ∗

mc
particularly different: the example given in Lemma 39 does

not apply here. The reason is simple: when one considers maximally consistent extensions of a set 𝑌
containing #(¬𝜏1 ∨ ¬𝜏2), the maximal consistency requirement implies that at least one of the disjuncts
(#¬𝜏1 or #¬𝜏2) must be in the extension as well.

This being said, here are a few more things we can uncover about where MC and Θ
∗

mc
come apart.

As we did before with Θ
∗ and Θ

∗

c
, we display a concrete counterexample of a fixed point of Θ∗

mc
which

is not a fixed point of MC.

Proposition 43. Let 𝜆1, 𝜆2 be two Liar sentences, i.e., PAT ⊢ 𝜆𝑖 ↔ ¬Tr⌜𝜆𝑖⌝ (for 𝑖 ∈ {1, 2}). Consider the
following construction.

Γ0 ∶= {#(𝜆1 ↔ 𝜆2)}

Γ𝛼+1 ∶= Θ
∗

mc
(Γ𝛼)

Γ𝜆 ∶= ⋃

𝛽<𝜆

Γ𝛽

Then, ⋃
𝛽∈On

Γ𝛽 ≠ MC(⋃
𝛽∈On

Γ𝛽).

Proof. First, it must be noted that ⋃
𝛽∈On

Γ𝛽 is indeed a consistent Θ∗

mc
fixed point: we know that every

consistent set of sentences (as is {#(𝜆1 ↔ 𝜆2)}) generates a consistent Θ∗

mc
fixed point. Moreover, as

before, {#(𝜆1 ↔ 𝜆2)} ⊆ ⋃
𝛽∈On

Γ𝛽 . Secondly, we check that no fixed point of MC can contain #(𝜆1 ↔ 𝜆2).
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The reasoning is as follows. It is easy to verify that no fixed point can contain either 𝜆1 or 𝜆2. But then,
if 𝑋 were a fixed point containing #(𝜆1 ↔ 𝜆2), there would be, e.g., a (maximally-consistent) extension
𝑋

′
⊇ 𝑋 for which #𝜆1 ∈ 𝑋

′ and 𝜆2 ∉ 𝑋 ′. Then, (ℕ, 𝑋 ′
) ⊭ 𝜆1 ↔ 𝜆, so MC(𝑋) ≠ 𝑋 . □

Corollary 44. There is a Π
1

1
fixed point of Θ∗

mc
which is not a fixed point of MC.

Proof. The fixed point constructed in the proof of Proposition 43 suffices. The (positive) parameter in
the induction, {#(𝜆1 ↔ 𝜆2)}, is arithmetical. Hence, the fixed point can be described by aΠ1

1
-formula. □

Remark 2. The construction:

Γ0 ∶= {#(𝜆1 ↔ 𝜆2)}

Γ𝛼+1 ∶= Θ
∗

e
(Γ𝛼)

Γ𝜆 ∶= ⋃

𝛽<𝜆

Γ𝛽 ,

for Θ∗

e
one of Θ∗

,Θ
∗

c
, also yields a fixed point of the corresponding Θ

∗ operator which isn’t a fixed point
of VB or VC, respectively. This observation draws on [Bur86], who already proved that no supervalua-
tionist fixed point can contain the code of the sentence #(𝜆1 ↔ 𝜆2).

8. Conclusion

In the introductory Section 1, we have claimed that the SSK thesis can be vindicated, albeit in a less
uniform manner than was envisaged by [Ste18]. In the light of the results just presented, we now explain
in more detail what the vindication and the non-uniformity consists in, and sketch their philosophical
import.

We can say that the SSK thesis has been vindicated on the following grounds. First, all the operators
we have considered – SSK,Θ, andΘ∗ – give rise to a fixed-point semantics that accounts for all first-order
penumbral truths of classical logic and arithmetic. That is, they preserve what in Section 1 we dubbed
the essential aspects of supervaluational truth. Second, the fixed points in question have a considerably
lower recursion-theoretic complexity, and are therefore amenable to ℕ-categorical axiomatizations, as
we have shown. Moreover, the SSK-fixed points are true to the semantic motivation supporting the
supervaluation schemes we discussed in Section 1: the SSK-scheme collects the first-order logical con-
sequences of Strong Kleene truths. In contrast, the Θ- and Θ

∗-fixed points merely collect consequences
of a given hypothesis. Yet, the flipside is that attractive Θ (Θ∗)-fixed points are fixed points of superval-
uational truth, as they actually collect consequences in 𝜔-logic. SSK-fixed points are not closed under
𝜔-logic and will thus typically fall short of supervaluational truth, that is, SSK-fixed points are usually
not supervaluational fixed points.8

We see that each of these incarnations of supervaluational-style truth has its own strengths and
weaknesses. We now analyze them in turn along key dimensions:

Principles of Truth. Although the fixed-point models of SSK, Θ, and Θ
∗ have all ℕ-categorical ax-

iomatizations, this does not entail that all such axiom systems are equally natural.
The principles of truth for IT−, IT∗ and IT

∗
+Tr-Out preserve the desirable features of the the theory

IT discussed in [Ste18]. In particular. they are arguably as compositional as supervaluational-style truth
can be. In fact, following Stern’s characterization of IT in [Ste18, p. 841], they have the advantage that,
when full compositionality fails, we can locate where it does and the extent of this failure by means of a

8We do not know whether there are SSK-fixed points that are also supervaluational fixed points, and whether there is a nice
class of such fixed points. We conjecture that this is not the case.
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first-order formula – 𝜉(𝑥, 𝑋) for IT−, 𝜉∗(𝑥, 𝑋) for IT∗ and IT
∗
+Tr-Out. But even between these theories

important differences arise. As we have seen, the lack of a right-to-left direction in axioms IT
−
6 and

IT
−
7, which is remedied in IT

∗ and IT
∗
+Tr-Out, makes the latter more natural than IT

−: unlike IT−, IT∗

and IT
∗
+ Tr-Out allow for full truth disquotation inside the truth predicate. In addition, IT∗

+ Tr-Out
stands out for its proof-theoretic strength, which matches the one of IT. They amount to the strongest,
ℕ-categorical axiomatic theories of truth available.

The truth predicate of the IT-theories commutes with the universal quantifier, in contrast to the truth
predicate of the theories of PK and PK

+, as the Θ-fixed points, unlike the SSK-fixed points, are closed
under the 𝜔-rule. While there are good reasons why the SSK-fixed points are not closed under 𝜔-logic,
it means that the theories PK and PK

+ cannot give a satisfactory semantic explanation for the truth of
universally quantified sentences. Putting universally quantified sentences aside, PK and PK

+ preserve
the desirable features of theories of supervaluation-style truth as highlighted by Lemma 13:

∙ they allow for full disquotation inside the truth predicate;
∙ they allow for double negation introduction/elimination inside the truth predicate
∙ they commute with conjunction;
∙ they locate the failure of compositionality by means of the formula 𝜃(𝑥) (for disjunctions, exis-

tential sentences and universal sentences).

Moreover, from the semantic perspective PK and PK
+ are more successful in limiting the failure of

compositionality since Tr⌜¬𝜏1 ∨ ¬𝜏2⌝ will be true in the models of PK and PK
+ only if either Tr⌜¬𝜏1⌝

or Tr⌜¬𝜏2⌝ (cf. Lemma 39) is true in the model.
However, the theory PK assumes an, arguably, fairly ad hoc axiom, TB𝜋, which seems difficult to

motivate. The axiom is required to guarantee that we can express 𝑆 ⊨sk 𝜑 over the standard model.
Introducing TB𝜋 enables us to define this notion by a positive inductive definition (relative to the stan-
dard model). Without this axiom we would not be able to show the ℕ-categoricity of PK and the theory
would not behave in the intended way. PK+ remedies this by allowing disquotation for all Tr-positive
sentences. Arguably, this is a more natural restriction to the naive Tr-schema, as it is justified by the
role played by negation (or equivalent logical tools) in the Liar paradox. In addition, PK+ features the
axiom schema of Tr-Out, which naturally follows from the classical soundness of SSK-fixed points.

Semantic Rationale. We have already mentioned that the SSK fixed-point semantics comes equipped
with semantico-philosophical rationale. For one, the fixed-point semantics is associated with a semantic
evaluation scheme, the SSK-scheme, which, arguably, captures directly the core idea of ‘first-orderizing’
the ‘second-order’ supervaluation schema. For another, but for related reasons, the SSK-fixed points are
submitted to semantic scrutiny: every sentence in a given SSK-fixed point 𝑆 must be true in the model
(ℕ, 𝑆) according to the SSK-scheme, that is, SSK-fixed points are semantically self-supporting. Since
the SSK-scheme is classically sound this also implies that the members of 𝑆 are classically true in the
model (ℕ, 𝑆).

Neither holds for the fixed-point semantics associated with the operations Θ or Θ∗: there is no moti-
vated semantic evaluation scheme associated with these fixed-point semantics, nor are the fixed points
subjected to any form of semantic scrutiny. The latter shows in the fact that Θ and Θ

∗ are sound for any
given hypothesis 𝑆 ∈ (Sent), that is, starting from any set of sentences 𝑆 we can inductively define a
fixed point I𝑆 ⊇ 𝑆 of Θ and Θ

∗ respectively. This means that the sentences in the starting hypothesis are
accepted as true without scrutiny independently of their semantic status. Unsurprisingly then, not all
fixed points of Θ and Θ

∗ are classically sound – and, even if they are classically sound, they may con-
tain, e.g., disjunctions that are neither supported by the Strong Kleene scheme nor PAT-truths (see the
example of Lemma 39 discussed above). So, generally speaking, the Θ and Θ

∗ fixed points lack semantic
justification. Rather, these fixed points can be conceived of as the set of theorems derivable within the



SUPERVALUATION-STYLE TRUTH REVISITED 23

proof system outlined in Proposition 9 with 𝑆 as additional axioms. Ultimately, this means that, from a
semantic perspective, the fixed points of Θ and Θ

∗ will be well supported and motivated if(f) the initial
hypothesis is. However, motivating a particular hypothesis is external to the fixed-point semantics of
Θ and Θ

∗. Yet, if such a motivation for an initial hypothesis 𝑆 is given, e.g., that it is supervaluationally
self-supporting, then this motivation is indeed fully transferred to the fixed point I𝑆 constructed over 𝑆:
I𝑆 will be a supervaluational fixed point. Indeed, as we showed in Proposition 36, all supervaluational
fixed points can be constructed using Θ and Θ

∗ in such a way.

Two ways of first-orderizing. Summing up, the SSK- and Θ-operators can be considered as two dif-
ferent ways of ‘first-orderizing’ the supervaluation scheme. The SSK-operator and scheme provide us
with a first-order formulation of the semantic idea underlying the supervaluation scheme. In contrast
to the supervaluation scheme, it only collects the first-order penumbral truths and falls short of collect-
ing second-order penumbral truths. This also explains why the SSK-fixed points are not closed under
the 𝜔-rule. The SSK-scheme embraces the idea of the supervaluation scheme but implements it in an
independent way that leads to a distinct (and disjoint) class of supervaluation-style fixed points and a
novel supervaluation-style theory.

In contrast, the various Θ-operators ‘first-orderize’ the supervaluational fixed-point construction,
as these operators are defined via a first-order arithmetical formula. We can then use the first-order
construction to extract axiomatic truth theories that are as close as possible to a proof-theoretic char-
acterization of supervaluational truth (cf. Proposition 27). Yet, in contrast to the SSK-scheme, there is
no semantics in the ordinary sense associated with these operators, and the fixed-point construction
does not lend any semantic justification to the sentences in the fixed points. The fixed points of the var-
ious Θ-operators are somewhat ‘hit-and-miss’, depending on the choice of the initial hypothesis. The
moral of our discussion then is that we can first-orderize supervaluational truth either by giving a first-
order formulation of the underlying semantic idea or by first-orderizing the fixed-point construction.
However, these are two different projects that, unfortunately, cannot be performed in an integrated and
uniform manner.

9. Open problems

After our investigation, there remain some open problems that may be addressed in future research.
Some of them concern the proof-theoretic strength of many of the theories that we have introduced
here.

Open problem 1. What is the proof-theoretic strength of PK? And of PK+?

By definition, we know that PK+ has at least the proof-theoretic strength of PUTB, but it is still open
whether this lower-bound is precise. By contrast, both the lower- and the upper-bound of PK are still
undetermined.

Open problem 2. What is the proof-theoretic strength of IT−? And IT
∗?

Proposition 28 established a lower-bound for both IT
− and IT

∗, namely the strength of RT<𝜀0 . As
with PK

+, it remains unknown whether this bound is exact; while the strength of IT represents an
upper-bound, it is clearly not sharp.

A further question is related to SSK-fixed points. We have shown how some said fixed points are not
closed under 𝜔-logic, e.g., the least SSK fixed point. But we lack a general proof to the effect that no
SSK fixed point is closed under 𝜔-logic:

Open problem 3. Are there SSK-fixed points which are closed under 𝜔-logic? And if so, is there a general
procedure for obtaining these fixed points?
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If, unlike we conjecture, the answer to the first question is in the affirmative, it would still be open
whether any such fixed point coincides with a supervaluational fixed point:

Open problem 4. Is there a class of SSK-fixed points that are also supervaluational fixed points?
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